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q-Schur Algebras as Quotients ofQuantized Enveloping AlgebrasBy R.M. Green0. IntroductionQuantized enveloping algebras are quantum analogues of the universal enveloping algebras correspondingto semisimple and reductive Lie algebras over C. They were �rst discovered, in the simplest case, in 1981,and they have been used in areas of mathematics as diverse as Lie theory, statistical mechanics, knot theoryand quantum theory.The q-Schur algebras, Sq(n; r), are quantum analogues of the Schur algebras S(n; r) which were inventedby Schur to classify the homogeneous polynomial representations of GLn of degree r over C. The algebrasSq(n; r) have applications to the representation theory of GLn over the �nite �eld Fq in the nondescribingcharacteristic.Beilinson et al. [1, x5.7] de�ne surjective algebra homomorphisms, �r, from an integral form, UA(gln),of the quantized enveloping algebra of the Lie algebra gln to certain �nite-dimensional associative algebraswhich turn out (see [2]) to be isomorphic to the q-Schur algebras, Sq(n; r). The main aim of this paper is toinvestigate the properties of the surjective algebra homomorphism, � = �r. In particular, we would like tobe able to �nd preimages of elements of the q-Schur algebra under this map, and we would like a descriptionof ker �. These problems are solved at the end of this paper.The paper is divided into three sections. In x1, we make some de�nitions and describe a certain basis forUA(gln). In x2, we study the restriction of � to certain subalgebras of UA(gln). In x3, we use the propertiesof quantized codeterminants associated with q-Schur algebras (which were introduced by the author in [6])to complete our description of the relationship between UA(gln) and Sq(n; r).1. Quantized enveloping algebras and q-Schur algebrasLet A := Z[v; v�1]. We will de�ne the quantized enveloping algebra U(gln) over Q(v) (correspondingto the Lie algebra gln) and its associated A-form UA(gln). We also introduce the q-Schur algebra Sq(n; r),which is an associative algebra with 1 with base ring A unless otherwise stated. As in [2], the relationshipbetween q and v is given by q = v2, so, strictly speaking, the q-Schur algebra we use will be A 
 Sq(n; r),since Sq(n; r) is usually de�ned to be over the ring Z[q; q�1]. For this reason, we will often refer to our\extended" Sq(n; r) as the v-Schur algebra, Sv(n; r). 3



The two algebras UA(gln) and Sv(n; r) specialise (when v = 1) to an A-form of the universal envelopingalgebra U(gln) and the Schur algebra S(n; r), respectively. After specialisation, the base ring becomes Z.The symbols n and r shall be reserved for the integers given in the de�nitions of these three algebras.1.1 The Quantized Enveloping Algebra U(gln)We now de�ne the algebra U(gln) over Q(v) as in [2]. It is given by algebra generatorsEi; Fi;Kj;K�1j ;(where 1 � i � n� 1 and 1 � j � n) subject to the following relations:KiKj = KjKi; (1)KiK�1i = 1; (2)KiEj = v�+(i;j)EjKi; (3)KiFj = v��(i;j)FjKi; (4)EiFj � FjEi = �ijKiK�1i+1 �K�1i Ki+1v � v�1 ; (5)EiEj = EjEi if ji� jj > 1; (6)FiFj = FjFi if ji� jj > 1; (7)E2iEj � (v + v�1)EiEjEi + EjE2i = 0 if ji� jj = 1; (8)F 2j Fi � (v + v�1)FjFiFj + FiF 2j = 0 if ji� jj = 1: (9)Here, �+(i; j) := ( 1 if j = i;�1 if j = i� 1;0 otherwise;and ��(i; j) := ( 1 if j = i� 1;�1 if j = i;0 otherwise.We introduce certain elements of Q(v), as follows.We will de�ne the quantum integer [a]v, where a is a nonnegative integer, to beva � v�av � v�1:We also de�ne quantized factorials by [a]v! := aYk=1[k]v;and quantized binomial coe�cients by hab i := [a]v![b]v![a� b]v! :4



Note that when v is specialised to 1, these become ordinary integers, factorials and binomial coe�cients,respectively.If X is an element of U(gln) and c is a nonnegative integer, then the divided power X(c) is de�ned to beXc[c]v! :In this paper, we work with an integral form of U(gln), which is denoted by UA(gln), or U for short.This is an A-algebra which is generated by the elements of U(gln) given byE(c)i (1 � i < n; c 2 N) (10)F (c)i (1 � i < n; c 2 N) (11)Kj (1 � j � n) (12)�Kj ; 0t � (1 � j � n; t 2 N) (13)Here, �Ki; ct � := tYs=1 Kivc�s+1 �K�1i v�c+s�1vs � v�s :The A-algebra U� is the subalgebra with 1 generated by the elements in (11), subject to relations ofform (7) and (9).The A-algebra U0 is the subalgebra with 1 generated by the elements in (12) and (13), subject torelations of form (1) and (2).The A-algebra U+ is the subalgebra with 1 generated by the elements in (10), subject to relations ofform (6) and (8).It is known (see [10, x3.2]) that U �= U� 
 U0 
 U+ as A-modules.1.2 The q-Schur algebra, Sq(n; r)Denote by �r the set of n� n matrices with nonnegative integer coe�cients whose entries sum to r.Let V be a vector space of dimension r over a �eld F , and let F be the set of all n-step 
agsV1 � V2 � � � � � Vn = V:The group G = GL(V ) acts naturally on F , and hence diagonally on X = F �F . Choose (f; f 0) 2 X. Thenf = (V1 � V2 � � � � � Vn); and f 0 = (V 01 � V 02 � � � � � V 0n):Set V0 = V 00 = f0g and de�neaij = dim(Vi�1 + (Vi \ V 0j ))� dim(Vi�1 + (Vi \ V 0j�1)):5



The map from (f; f 0) to (aij) induces a bijection between the set of G orbits on X and the set �r (see [2]).De�ne OA to be the G-orbit corresponding to A 2 �r.Now suppose F as above is a �nite �eld with q elements. It is shown in [1] that for A;A0; A00 2 �r;there exists a function gA;A0;A00;q given bygA;A0;A00;q := jff 2 F : (f1; f) 2 OA; (f; f2) 2 OA0gj = c0 + c1q + � � �+ cmqm;where the ci are integers that do not depend on the prime power q, and (f1; f2) 2 OA00 . The Z[v2]-polynomialgA;A0;A00 is de�ned by gA;A0;A00 := c0 + c1v2 + � � �+ cmv2m:We now de�ne (following [2] or [1, Proposition 1.2]) the q-Schur algebra, Sq(n; r), to be the free Z[q; q�1]-module with basis feA : A 2 �rg and with associative multiplication given byeAeA0 = XA002�r gA;A0;A00eA00 :Du [2] remarks that this algebra is canonically isomorphic to the q-Schur algebra de�ned by Dipperand James, by exhibiting the following correspondence between basis elements eA and basis elements �d��as de�ned by Dipper and James. Here, the elements � and � lie in �(n; r), which is the set of compositionsof r into n parts, and d 2 D��, which is the set of distinguished W�{W� double coset representatives forthe Young subgroups W� and W� of Sr, the symmetric group on r letters. Suppose � = (�1; : : : ; �n) and� = (�1; : : : ; �n). For each � 2 n, we de�ne I� to be the subset of n given byI� := f�1 + � � �+ ���1 + 1; �1 + � � �+ ���1 + 2; : : : ; �1 + � � �+ ��g:Similarly, we de�ne J� to be the analogous subset of n corresponding to � and �. Given a Dipper-Jamesbasis element, �d��, we de�ne a corresponding matrix A viaA�� := jd(J�) \ I�j:This procedure sets up the required isomorphism by sending �d�� to eA. It should be noted that � correspondsto the sums of the rows of A, and � to the sums of the columns of A.We will also be using certain elements [A] in Sv(n; r). These are closely related to the basis elementseA via [A] := v�dimOA+dim pr1(OA)eA:Here, the map pr1 is the �rst projection from X to F . Beilinson et al. [1, 2.3] prove thatdimOA � dimpr1(OA) = Xi;j;k;lAijAkl;6



where the indices are required to satisfy i � k and j < l.It is convenient to have an alternative description of the basis feAg of Sq(n; r), which we present below.Let I(n; r) be the set of all ordered r-tuples of elements from the set n := f1; : : : ; ng. The symmetricgroup Sr acts on the set I = I(n; r) on the right by place permutation in the obvious way, i.e. via(i1; : : : ; ir):� := (i1:� ; : : : ; ir:�):It also acts on the set I � I as (i; j)� = (i�; j�). We write i � j if i and j are in the same Sr-orbit of I, and(i; j) � (i0; j0) if (i; j) and (i0; j0) are in the same Sr-orbit of I � I. We now introduce a set of symbols �i;jwhere i; j 2 I, and we identify �i;j and �i0;j0 if and only if (i; j) � (i0; j0). The set of all �i;j, as (i; j) rangesover a transversal 
 of all Sr-orbits of I � I can be shown (see e.g. [4]) to index a basis for S(n; r). We willusually write �l as shorthand for �l;l.Let i = (i1; : : : ; ir) and j = (j1; : : : ; jr) be elements of I. We now identify �i;j with eA, where the (x; y)-entry of the matrix A is given by the number of pairs (is; js) such that is = x and js = y. It is easily seenthat this is well-de�ned and that the matrix A is an n�n matrix with nonnegative integer entries summingto r. It is also easy to see that the map is surjective, and hence bijective because both bases contain thesame number of elements. From now on, we equate �i;j with the element eA of Sq(n; r) as above.The following well-known facts about the multiplication in Sq(n; r) are important. (Proofs can be foundin [3, x2].)(i) �i;j�k;l = 0 unless j � k, in which case it is nonzero.(ii) �i�i;j = �i;j.(iii) �i;j�j = �i;j.1.3 The map � : UA(gln)! Sv(n; r)It is proved in [2] that there exists an algebra homomorphism � : UA(gln) ! Sv(n; r). This makesSv(n; r) into a U -module, and shows that it is a quotient of U . This is given, following [2], as follows:�(Ei) = XD2D;Ei;i+1+D2�r[Ei;i+1 +D];�(Fi) = XD2D;Ei+1;i+D2�r[Ei+1;i +D];�(Ki) = XD2Dr vdi [D];�(K�1i ) = XD2Dr v�di [D]:Here, D is the set of diagonal matrices, and Dr means D \�r. The matrix Ea;b has 1 in the (a; b) positionand zeros elsewhere, and the matrix D is of the form diag(d1; : : : ; dn).7



1.4 Root systems of type An�1We now state without proof some properties of root systems. The general theory of these can be foundin any good text on Lie algebras.Associated with the Lie algebra sln, or (in our case) gln, is a certain collection of vectors in (n � 1)-dimensional Euclidean space known as a root system of type An�1. It is well-known that this root systemcontains an independent subset (the fundamental roots) f�1; : : : ; �n�1g such that any other root is of form� = �i + �i+1 + � � �+ �j (1 � i � j < n)or of form � = ��i � �i+1 � � � � � �j (1 � i � j < n):In the �rst case, the root � is called positive, and in the second case, the root � is called negative. Denotethese two sets of roots by �+ and ��, respectively.We will also write �(i; j + 1) to denote the positive root �i + �i+1 + � � �+ �j.We de�ne the height, h(�), of � = �(i; j) to be j � i.Following [9, x2.2], we de�ne the function g(�(i; j)) = j � 1. (The function g �nds the index of thehighest fundamental root occurring with nonzero coe�cient in its argument.)The bilinear map ( ; ) : �+ ��+ ! Z is de�ned to satisfy(�i; �j) := ( 2 if i = j;�1 if ji� jj = 1;0 otherwise.1.5 Tableaux and CodeterminantsFollowing [6, x1.9], we de�ne a q-codeterminant, or \codeterminant" for short (when the context isclear), to be a nonzero product eAeA0 of two basis elements of Sq(n; r). (Note that a codeterminant is morethan just a product of two basis elements; the given factorisation is also important.)We introduce the set� = �(n; r) := f� = (�1; : : : ; �n) : �� 2 N0 for all � 2 n;X� �� = rgand �+ = �+(n; r) := f� 2 � : �1 � � � � � �ng:Here, N0 denotes the set of nonnegative integers.An element of � is called a weight, and is dominant if � 2 �+. There is an obvious correspondencebetween elements of �+ and partitions of r into not more than n parts.8



The weight wt(i) of an element i 2 I(n; r) is the element � 2 � given by �� = jf� 2 r : i� = �gj for all� 2 n. If i; j 2 I, it is clear that i � j if and only if wt(i) = wt(j).For each � 2 �+ we de�ne a basic �-tableau T � by writing the integers 1; : : : ; r into a Young diagramin some arbitrary (but henceforth �xed) order. (In practice, the order we pick will always be row by row,starting with the top row, and �lling each row from left to right.) To each i 2 I we now associate the�-tableau T �i = iT �. For example, let n = 4, r = 7, � = (4, 2, 1, 0). Using our choice of basic �-tableau,then T � = 157 26 3 4 ;and T �i = i1i5i7 i2i6 i3 i4 :If � 2 �+ and i 2 I, the �-tableau T �i is said to be standard if the elements in each row increase weaklyfrom left to right, and the elements in each column increase strictly from top to bottom. We de�neI� := I�(n; r) = fi 2 I : T �i is standardg:We say a �-tableau T �i is row-semistandard if the elements in each row increase weakly from left to right,and de�ne the set I 0� := I 0�(n; r) = fi 2 I : T �i is row-semistandardg:It is clear that in a standard tableau, all the entries equal to s must appear in the �rst s rows, by aneasy induction on s. There is exactly one element of I, denoted by ` = `(�), for which T �̀ is standard andwt(`) = �. (The entries in the s-th row of the tableau T �̀ are all equal to s.)We �nd from the correspondence between the elements eA and the elements �i;j that any codeterminantcan be written as �i;`�`;j, where ` = `(�) for some � 2 �(n; r). Following [6], we shall usually express this asY �i;j. With any ordered pair hT; T 0i of standard tableaux of the same shape, each consisting of r boxes andhaving entries in n, we associate a certain codeterminant eAeA0 in Sq(n; r) as follows.The entry Aij of A is de�ned to be the number of occurrences of i in the j-th row of the tableau T , orzero if there is no such entry.The entry A0ij of A is de�ned to be the number of occurrences of j in the i-th row of the tableau T 0, orzero if there is no such entry.The fact that the tableaux are of the same shape forces the product eAeA0 to be nonzero, because it isof form �i;`�`;j, and by using the product rule for Sq(n; r), we �nd that this is nonzero, and hence eAeA0 is9



a codeterminant. We call such a codeterminant a standard codeterminant. This de�nition agrees with thatin [6].It should be noted that, because the tableaux T and T 0 are standard, the matrix A must be lowertriangular, and the matrix A0 must be upper triangular.ExampleSuppose n = 3, r = 6, T = 123 23 3 ;and T 0 = 123 12 2 :Then the matrices A and A0 are given byA = 0@ 1 0 01 1 01 1 11Aand A0 = 0@ 2 1 00 2 00 0 11A :1.6 Bases for U� and U+We now describe Poincar�e-Birkho�-Witt type bases for U� and for U+ which are compatible with theproperties of �.We de�ne certain elements E� and F� for each positive root � corresponding to gln as follows.Let � = �i + �i+1 + � � �+ �j be a (typical) positive root in type An�1, where the �i are, as usual, thefundamental roots. Let 
 = �� �j in the case where i 6= j. Then de�ne, by induction on j � i,E� := �E
Ej � v�1EjE
 if i 6= j;Ei if i = j.Let � = �i + �i+1 + � � �+ �j and � = �� �i if i 6= j. We de�ne, by induction on j � i,F� := �F�Fi � v�1FiF� if i 6= j;Fi if i = j.We also order the elements E� and the elements F� as follows.The element E�(i;j) precedes (or appears to the left of) the element E�(k;l) if i > k or (i = k and j > l).The element F�(i;j) precedes (or appears to the left of) the element F�(k;l) if j < l or (j = l and i < k).10



Note that this de�nition is essentially the same as that given by Jimbo [8].ExampleLet n = 4. In this case, the positive roots are�1; �1 + �2; �1 + �2 + �3; �2; �2 + �3; �3:The ordering on the elements E� corresponds to the ordering�(3; 4) < �(2; 4) < �(2; 3) < �(1; 4) < �(1; 3) < �(1; 2)on the positive roots, and the ordering on the elements F� corresponds to the ordering�(1; 2) < �(1; 3) < �(2; 3) < �(1; 4) < �(2; 4) < �(3; 4)on the positive roots.Lemma 1.1De�ne  + : U+ ! U+ by  +(Ei) := En�i. Then  + extends naturally to an A-algebra isomorphism + : U+ ! U+.De�ne  � : U� ! U� by  �(Fi) := Fn�i. Then  � extends naturally to an A-algebra isomorphism � : U� ! U�.ProofThe map  + is self-inverse, and preserves the relations (6) and (8).The map  � is self-inverse, and preserves the relations (7) and (9).Lemma 1.2There is an A-algebra isomorphism !� : U� ! U+ given by !�(Fi) = Ei.There is an A-algebra isomorphism !+ : U+ ! U� given by !+(Ei) = Fi.Proof Since !� and !+ are mutual inverses, and they are clearly surjective, it su�ces to check that eachone preserves the relations. This is immediate from the nature of the relations (6), (7), (8) and (9).Lemma 1.3(i)  +(!�(F�(i;j))) = E�(n+1�j;n+1�i).(ii) F� precedes F� in the ordering on the elements F
 if and only if  +(!�(F�)) precedes  +(!�(F�)) inthe ordering on the E
. 11



ProofWe �rst prove (i), using induction on h = h(�). The case h = 1 follows from the de�nition of !�.For the general case, F�(i;j) = F�(i+1;j)F�(i;i+1)� v�1F�(i;i+1)F�(i+1;j), by de�nition. By induction, wehave  +(!�(F�(i;j))) = E�(n�j+1;n�i)E�(n�i;n�i+1) � v�1E�(n�i;n�i+1)E�(n�i;n�j+1);because  +!� is an algebra isomorphism. The result now follows from the de�ntion of E�(n�j+1;n�i+1).The proof of (ii) is immediate from the claim of (i) and the de�nitions of the two orders.De�nitionDe�ne V � to be the A-algebra given by generators f bF (c)� : � 2 �+; c 2 Z�0g (where F (0)� = 1) andrelations bF (c)� bF (b)� = �c+ bc � bF (c+b)� ; (1)bF (c)�i bF (b)� = bF (b)� bF (c)�i if (�; �i) = 0 and i < g(�); (2)bF (b)� bF (c)�0 = Xj�0;j�c;j�b v�j�(c�j)(b�j) bF (c�j)�0 bF (j)�+�0 bF (b�j)� ; (3)vcb bF (c)�0 bF (b)�+�0 = bF (b)�+�0 bF (c)�0 ; (4)vcb bF (b)�+�0 bF (c)� = bF (c)� bF (b)�+�0 : (5)The relations (3), (4) and (5) are each subject to the restrictions that (�; �0) = �1 and either (�0 = �iand i < g(�)) or (h(�0) = h(�) + 1 and g(�0) = g(�)).Proposition 1.4 (Lusztig)There is an A-algebra isomorphism � : V � ! U� satisfying �( bF�i) = Fi, and the set( Y�2�+ bF (c�)� : c� 2 Z�0) ;is an A-basis for V �, where the order taken for the product is the same as the order on our elements F�.ProofThe required isomorphism is exhibited in [9, Theorem 4.5]. This theorem also shows that with a certain�xed order, the products as shown above form an A-basis for V �. Fortunately, this �xed order (which is thereverse of the order shown in [9, 2.9 (a)]) is exactly the same as the order we imposed on the elements F�!From [9, Corollary 4.3] and [9, Proposition 1.8 (d)], we see that �( bF�i) = Fi. This completes the proof.12



Proposition 1.5(i) The set B� := ( Y�2�+ F (c�)� : c� 2 Z�0) ;where the product is taken in the order corresponding to that on the elements F�, is an A-basis forU�.(ii) The set B+ := ( Y�2�+E(c�)� : c� 2 Z�0) ;where the product is taken in the order corresponding to that on the elements E�, is an A-basis forU+.ProofThe result (ii) will follow from Lemma 1.3 and (i), so it is enough to prove (i).To prove (i), notice that the relation (3) before Proposition 1.4 shows thatv�1 bF�(i;j) = bF�(i+1;j) bF�(i;i+1) � v�1 bF�(i;i+1) bF�(i+1;j)Since we know that F�(i;i+1) = bF�(i;i+1), we now see by an induction on h(�) that F� = v�h(�)+1 bF�.Since the claim of (i) is true if we replace F by bF whenever it appears in the statement, and the element F�di�ers from bF� by a unit in A, we see that (i) holds. This completes the proof.2. The restriction of � to U�, U0 and U+The next aim is to obtain precise and general descriptions for U+\ker � and for U�\ker �, concentratingon the �rst case, because the second case is essentially similar.De�nition Let X be the matrix0BBBB@ 0 c1 c2 c3 � � � cn�10 0 cn cn+1 � � � c2n�3... . . .0 0 0 0 � � � cN0 0 0 0 � � � 0 1CCCCA :We de�ne yX;r := X�1+���+�n+jXj=r [(X;�1; : : : ; �n)] ;summed over all sets of nonnegative integers �1; : : : ; �n; where the matrix (X;�1; : : : ; �n) is given by X +diag(�1; : : : ; �n); and jXj denotes the sum of the entries in X.13



It is known that, for 1 � i � n� 1, Ei maps under � to yX;r, where X is the matrix Ei;i+1, having 1 in(i; i+ 1) place and zeros elsewhere.In order to prove the main result of this section, we will rely on the the following lemma, which is asimple corollary of a lemma by Beilinson, Lusztig and MacPherson.Lemma 2.1 Let X be a strictly upper triangular n� n matrix, with jXj � r. Then:�(Eh)�yX;r = (1��jXj;r)v�(h+1)[Xh;h+1+1]vyX+Eh;h+1;r+ Xp2[h+2;n];Xh+1;p�1 v�(p)[Xh;p+1]vyX+Eh;p�Eh+1;p;rwhere, as usual, Ei;j is the matrix with 1 in the (i; j) place, and 0 everywhere else.Here, �(p) :=Xj>p(Xh;j �Xh+1;j):Let X be a strictly lower triangular n� n matrix. Then:�(Fh)�yX;r = (1��jXj;r)v�0(h)[Xh+1;h+1]vyX+Eh+1;h;r+ Xp2[1;h�1];Xh;p�1 v�0(p)[Xh+1;p+1]vyX�Eh;p+Eh+1;p;r:Here, �0(p) :=Xj<p(Xh+1;j �Xh;j):Proof This follows from [1, Lemma 3.2], using the formula for �(Ei).De�nitionLet X be an n � n matrix with entries in Z. We say X has the property P (i; j) (where i and j areintegers satisfying 1 � i � j < n) if it satis�es one of two conditions. If row j + 1 of X consists entirely ofzeros, then X has the property P (i; j). Otherwise, let p be minimal such that Xj+1;p is nonzero. If for eachinteger s such that i < s < j + 1, Xs;t = 0 for t � s + p � j, then X has the property P (i; j). If neithercondition holds, then X does not have the property P (i; j).ExampleSuppose X = 0BBBBB@ 3 5 1 0 3 45 2 3 0 3 10 4 0 0 0 00 0 0 0 0 00 0 0 0 2 01 3 0 2 4 41CCCCCA :Then X has the properties P (k; k) for all 1 � k < 6, and also P (1; 3), P (2; 3), P (2; 4) and P (3; 4).14



Lemma 2.2 Let � = �i + �i+1 + � � �+ �j be a positive root.Assume X is a strictly upper triangular matrix such that if D is a diagonal n by n matrix withnonnegative integer entries, then X +D has the property P (i; s) for all i < s � j. The action of E� on yX;ris given by�(E�)�yX;r = (1� �jXj;r)vx(j+1)[Xi;j+1+1]vyX+Ei;j+1;r+ Xp2[j+2;n];Xj+1;p�1 vx(p)[Xi;p+1]vyX+Ei;p�Ej+1;p;r:Here, x(p) := Xm>p(Xi;m �Xj+1;m):Proof The proof is by induction on n0 = j � i. The case n0 = 0 is done by Lemma 2.1. It now su�cesto check that, when i < j and � = �� �j , if the hypothesis works for E� and for Ej (by induction), then itworks for E� := E�Ej � v�1EjE�.Using the inductive hypothesis applied to E� (since we know the matrix X has the property P (i; s) forall i < s � j � 1), we can assume that�(E�)� yX;r = (1� �jXj;r)vx0(j)[Xi;j + 1]vyX+Ei;j ;r + Xp2[j+1;n];Xj;p�1 vx0(p)[Xi;p + 1]vyX+Ei;p�Ej;p;r;where x0(p) := Xm>p(Xi;m �Xj;m):Rephrasing this informally, and concentrating on one particular term, [Y ], of yX;r , we �nd that a typicalterm in the action of E� on [Y ] is to decrease an entry in the (j; p)-place of Y by 1, for some suitable p, toincrease the entry in the (i; p) place by 1 (resulting in a new matrix Y 0) and to multiply byvy0(p)[Y 0i;p]v;where y0(p) := Xm>p(Yi;m � Yj;m):Similarly, considering the action of Ej on [Z] we �nd that we �nd that the action of a typical term is,for some suitable p0, to decrease an entry in the (j+1; p0)-place of Y by 1, to increase the entry in the (j; p0)place by 1 (resulting in a new matrix Z 0) and to multiply byvz0(p0)[Z 0i;p0 ]v;where z0(p0) := Xm>p0(Z 0j;m � Z 0j+1;m):15



The crucial issue is the extent to which these two actions fail to commute if p 6= p0. Let us suppose thatp 6= p0. We claim that the property P (as above) forces p � p0. Suppose to the contrary that p > p0. Thisimplies that the matrix Y has nonzero entries in the (j + 1; p0) place and in the (j; p) place. However, thematrix Y is assumed to have property P (i; j), and we are also assuming that row j +1 is not empty. Let p00be minimal such that Yj+1;p00 is nonzero. Then we must have p00 � p0 < p. Putting s = j in the de�nitionof the property P (which is valid since n0 = j � i > 0), we see that Yj;t = 0 for t � p00, so in particular,Yj;p = 0. This is a contradiction.Next, consider a typical term, [A], of yX;r. Of course, A is an upper triangular matrix. Acting E�Ejon this matrix, on the left, we obtain the new matrix [A0] (with entries (j; p) and (j + 1; p0) decreased by 1,and entries (i; p) and (j; p0) increased by 1) with coe�cient[Ai;p + 1]v[Aj;p0 + 1]vvx;where x = Xm>p0(Aj;m �Aj+1;m) + Xm>p(A0i;m �A0j;m);i.e. Xm>p0(Aj;m � Aj+1;m) + Xm>p(Ai;m � Aj;m)� 1:Similarly, computing the action of EjE�, we �nd that matrix [A0] occurs with coe�cient[Ai;p + 1]v[Aj;p0 + 1]vvx0 ;where x0 = Xm>p0(Aj;m �Aj+1;m) + Xm>p(Ai;m �Aj;m);which is exactly v times the coe�cient with the elements acting the other way round. Thus, in the action ofE�Ej � v�1EjE� , the above terms cancel out.The only remaining terms correspond to the situation p = p0. Using similar methods to the above, we�nd that the coe�cient of [A0] in the action of E�Ej � v�1EjE� on [A] is[Ai;p + 1]v[Aj;p + 1]vvx00 ;where x00 = Xm>p(Ai;m �Aj+1;m):In fact, Aj;p is equal to zero, because the matrix [A] has the property P (i; j) and Aj+1;p is nonzero. Hence[Aj;p + 1]v = 1. 16



Notice that this argument is essentially independent of the entries on the diagonal of A. It thereforeapplies equally well to the action of E� on yX;r, thus establishing the inductive hypothesis for E�.This completes the proof.Recall from x1 the ordering de�ned on �+ associated with the elements E�. Denote the last root inthis list by �1, the second from last by �2, etc.Proposition 2.3 The element E(cN )�N � � �E(c1)�1maps under � to yX;r. If jXj > r, then the given basis element maps to zero.Proof The proof will be by induction on n0 =PNk=1 ck. The case n0 = 1 is done by Lemma 2.2. For thegeneral case, we will prove the equivalent statement that�(EcN�N � � �Ec1�1) =  NYk=1[ck]v!!yX;rLet p be maximal such that cp is nonzero, and let X 0 be the matrix obtained by decreasing the entry inthe position corresponding to cp in X by 1. We now need to check that E�p acts on yX0;r to give [cp]vyX;r,as expected. If n0 > r + 1 then there is nothing to prove, because yX0;r = 0, by the inductive hypothesis.Otherwise, express �p in the form �i+�i+1+ � � �+�j . The ordering chosen for the positive roots guaranteesthat if D is a diagonal n by n matrix with nonnegative integer entries, then the matrix X 0 + D has nononzero entries between rows i + 1 and j + 1 inclusive, except possibly on the diagonal. This means thatX 0 +D has the properties P (i; s) for i < s � j, so we can apply Lemma 2.2. Since Xj+1;t = 0 for t > j + 1,we �nd that only the �rst term occuring in Lemma 2.2 can appear. If n0 = r, then we �nd that this termtoo is zero, making our element map under � to zero, as expected. Further scrutiny of the matrices X 0 andX reveals that Xi;m = 0 for m > j + 1; again this is by properties of the ordering chosen on the positiveroots. This means that the quantity x(j + 1) occurring in Lemma 2.2 is equal to 0, and the inductive stepimmediately follows.Corollary 2.4 U+ \ ker � is generated by those basis elements which map to zero under �, i.e.U+ \ ker � = 
�E(cN )�N � � �E(c1)�1 : NXi=1 ci � r + 1	�:Proof The basis elements which do not map to zero all map to elements with di�erent associated matricesX, and hence their images are linearly independent. The corollary now follows.17



Corollary 2.5 �(U+) is the subalgebra of Sq(n; r) generated by yX;r for all possible X of zero triangularform.Proof Clearly �(U+) is the subspace generated by the images of the PBW-type basis elements of U+.These elements either map to zero, or to a multiple of one of the above elements yX;r.Corollary 2.6 The dimension of �(U+) is given by��n2�+ rr �:Proof Firstly, observe that by elementary properties of Pascal's triangle,rXi=0 ��n2�+ i� 1i � = ��n2�+ rr �:Secondly, recall that the number of compositions of r into m pieces is known to be�m+ r � 1r �:To count the dimension of �(U+), it su�ces to enumerate the possible matricesX, because the correspondingyX;r are linearly independent. The possibilities for X correspond to compositions of integers between 0 andr into n(n� 1)=2 pieces. The result now follows.Remarks on the behaviour of U� The corresponding results for U� are similar in spirit, and correspondto \rotating the basis matrices by a half turn".Recall the ordering on �+ associated with the elements F�. Denote the last root in this list by 
1, thesecond from last by 
2, etc. We have the following result.Proposition 2.7Let X be the matrix 0BBBB@ 0 0 0 0 � � � 0cN 0 0 0 � � � 0... . . .c2n�3 � � � cn+1 cn 0 0cn�1 � � � c3 c2 c1 01CCCCA :We de�ne zX;r := X�1+���+�n+jXj=r [(X;�1; : : : ; �n)] ;summed over all sets of nonnegative integers �1; : : : ; �n; where the matrix (X;�1; : : : ; �n) is given by X +diag(�1; : : : ; �n); and jXj denotes the sum of the entries in X.18



Then the element F (cN )
N � � �F (c1)
1maps under � to zX;r. If jXj > r, then the given basis element maps to zero.The intersection of U� with the kernel of � is given byU� \ ker � = 
�F (aN )
N � � �F (a1)
1 : NXi=1 ai � r + 1	�:Proof This is the same as the proof of the corresponding result for U+, with trivial changes.We now investigate the case of U0 \ ker �. To do this, we require the following result.Proposition 2.8A basis for U0 is given by the setK�11 K�22 � � �K�nn �K1; 0t1 � �K2; 0t2 � � � ��Kn; 0tn � ;where �i 2 f0; 1g and ti 2 N, and where�K1; ct � := tYs=1 Kivc�s+1 �K�1i v�c+s�1vs � v�s :Proof This follows from [9, Proposition 2.14, Theorem 4.5].We wish to investigate the images under � of these basis elements. We know that�(Ki) = XD2Dr vdi [D];where D = diag(d1; : : : ; dn), Dr is the set of n � n diagonal matrices with nonnegative integer entriessumming to r, and as usual [D] = v�dimOD+dim pr1(OD)eD;but since D is diagonal, it is not hard to see that [D] = eD: Since eD corresponds to �1�� in the notationof Dipper and James [3], we see that the eD form a set of mutually orthogonal idempotents. Armed withthis information, it is easy to work out the images of products of the Ki, because the multiplication in thev-Schur algebra is componentwise.Lemma 2.9��K�11 K�22 � � �K�nn �K1; 0t1 � �K2; 0t2 � � � ��Kn; 0tn �� = XD2Dr v�1d1+���+�ndn �d1t1 � �d2t2 � � � ��dntn � [D]:19



Proof This was proved in [2, 3.4 (a)].Corollary 2.10a) If Pni=1 ti = r, then��K�11 K�22 � � �K�nn �K1; 0t1 ��K2; 0t2 � � � ��Kn; 0tn �� = v�1t1+���+�ntn [T ];where T 2 Dr and the diagonal entries of T are t1; : : : ; tn.b) If Pni=1 ti > r, then ��K�11 K�22 � � �K�nn �K1; 0t1 � �K2; 0t2 � � � ��Kn; 0tn �� = 0:Proof Note that if di < ti then �diti � = 0:It now follows, in case a), that there is only one term in the sum given in Lemma 2.9, namely the one given.By a similar argument, we �nd that in case b) there are no surviving terms in the sum of Lemma 2.9.Corollary 2.10 provides us with a large part of U0\ker �. The rest comes from considering basis elementsH of U0 satisfyingPni=1 ti � r, and subtracting o� other elements corresponding, via Corollary 2.10, to theterms appearing in �(H), yielding:Corollary 2.11� K�11 � � �K�nn �K1; 0t1 � � � ��Kn; 0tn �� XD2Dr v�1d1+���+�ndn �d1t1 � � � ��dntn � �K1; 0d1 � � � ��Kn; 0dn �! = 0Proof Use Lemma 2.9 and Corollary 2.10.Using the basis of U0 described earlier, it is now possible to describe U0 \ ker � exactly.Proposition 2.12 Let �n;r be the function on the basis of U0 given in Proposition 2.8 sendingK�11 K�22 � � �K�nn �K1; 0t1 ��K2; 0t2 � � � ��Kn; 0tn �to K�11 � � �K�nn �K1; 0t1 � � � ��Kn; 0tn �� XD2Dr v�1d1+���+�ndn �d1t1 � � � ��dntn � �K1; 0d1 � � � ��Kn; 0dn � :Then a basis for U0 \ ker � is given by f�n;r(H)g as H runs through basis elements of the formK�11 K�22 � � �K�nn �K1; 0t1 ��K2; 0t2 � � � ��Kn; 0tn �20



except those where all the �i are equal to zero and Pni=1 ti = r.Proof By Corollary 2.11, �(�n;r(H)) = 0 for all basis elements H. By Corollary 2.10, if Pni=1 ti 6= r,or Pni=1 ti = r and not all the �i are zero, then H occurs as a \lowest term" (since di � ti) of coe�cient 1in �n;r(H). In this case, �n;r(H) is nonzero. This proves that the elements given in the statement of theProposition are linearly independent in U0.Also by Corollary 2.10, if Pni=1 ti = r, and all the �i are zero, then �n;r(H) = 0. In this case, �(H) issome diagonal basis element [D], and all such basis elements turn up as the image of exactly one such H.This proves that that the elements f�n;r(H)g as given in the statement of the proposition span U0 \ ker �,as required.De�nition Take as a basis B0 of U0 the elementsK�11 K�22 � � �K�nn �K1; 0t1 � �K2; 0t2 � � � ��Kn; 0tn � ;where ti 2 N0, and Pni=1 ti > r or both Pni=1 ti = r and all the �i are equal to zero, together with theelementsK�11 � � �K�nn �K1; 0t1 � � � ��Kn; 0tn �� XD2Dr v�1d1+���+�ndn �d1t1 � � � ��dntn � �K1; 0d1 � � � ��Kn; 0dn � ;where ti 2 N0, and Pni=1 ti < r or both Pni=1 ti = r and at least one �i is nonzero.This basis will be useful in x3.Note that we now know that B = B� 
 B0 
 B+ is a basis for U . This provides a very convenientcontext in which to study �.3. Codeterminants, explicit surjectivity and ker (�)We now study some of the properties of U�0, the subalgebra of U generated by U0 and U+, and U�0,the subalgebra of U generated by U0 and U�. We concentrate on U�0.Proposition 3.1 Let A be an upper triangular matrix corresponding to a basis element of Sq(n; r). Letti be the sum of the entries in row i of A. Then the element of U�0 given by�K1; 0t1 � �K2; 0t2 � � � ��Kn; 0tn �E(cN )�N � � �E(c1)�1maps under � to [A], where the ci correspond to the entries above the diagonal in A according to the orderon the positive roots associated with the elements E�.21



Proof This follows from Proposition 2.3, Corollary 2.10 and the following fact. In the q-Schur algebraas presented by Dipper and James [3, x2], they show that that�dab�1cc = �bc�dac;and that �1aa�dbc = �ab�dac:Recalling the discussion before Lemma 2.9, and the correspondence between [A]-basis and ���-basis, itbecomes clear that [D]:[A] = [A] if the diagonal entries of [D] are the row sums of [A], and [D][A] = 0otherwise. Therefore, the e�ect of the U0 part of the element given in the Proposition is to pick out oneterm of the yX;r expression corresponding to the U+-part of the element in the Proposition. The matrix Ccorresponding to the term [C] picked out in this way has the same row sums as A, and is the same abovethe diagonal, so it must actually be A.These remarks su�ce to prove the Proposition.Corollary 3.2 The image of U�0 under � is precisely the subspace of Sq(n; r) spanned by the uppertriangular basis elements.Proof All basis elements in the basis B0 
 B+ of U�0 map under � to sums of upper triangular basiselements. We know from Proposition 3.1 that we can �nd an element of U�0 mapping to any desired uppertriangular basis element. This completes the proof.Remark The image of U�0 under � is, in the classical case, precisely the so-called Borel subalgebra ofthe Schur algebra, often denoted by S+. Similarly, the image of U�0 is the subalgebra denoted by S� in theliterature, and �(U�0) is the subalgebra spanned by lower triangular basis elements.The situation for U�0 is extremely similar. For example, Proposition 3.1 becomes:Let A be a lower triangular matrix corresponding to a basis element of Sq(n; r). Let ti be the sum ofthe entries in column i of A. Then the element of U�0 given byF (cN )
N � � �F (c1)
1 �K1; 0t1 � �K2; 0t2 � � � ��Kn; 0tn �maps under � to [A], where the ci correspond to the entries below the diagonal in A according to the usualorder on the positive roots associated with the elements F�.22



We are now in a position to describe the relationship between U(gln) and Sv(n; r). Recall from x1.1that U �= U� 
 U0 
 U+:We will work with the basis B = B� 
B0 
B+ for the algebra U .We �nd from earlier results that all but �nitely many elements of B map to zero under �. We will showthat the elements of B which do not map to zero map to elements of Sv(n; r) which are closely related tocodeterminants.De�nitions If Y �i;j is a typical q-codeterminant given by the factorisation eAeA0 , then denote by bY �i;jthe element of Sv(n; r) given by [A][A0]. We will call the elements bY �i;j v-codeterminants. Recall that thetriple (�; i; j) is related to the product [A][A0] as follows. The entry Aa;b of A is de�ned to be the number ofoccurrences of a in the b-th row of the tableau of shape � corresponding to i. The entry A0a;b of A0 is de�nedto be the number of occurrences of b in the a-th row of the tableau of shape � corresponding to j.We now recall the straightening formula for q-codeterminants.Proposition 3.3Let Y �i;j be any q-codeterminant.Then Y �i;j is a Z[q; q�1]-linear combination of standard q-codeterminants. The coe�cients arising in thisexpression are unique.Proof This is done in [6, Corollary 3.7], where it was shown that the standard q-codeterminants form afree basis for Sq(n; r).We immediately have the following Corollary:Corollary 3.4Let bY �i;j be any v-codeterminant.Then bY �i;j is a Z[v; v�1]-linear combination of standard v-codeterminants. The coe�cients arising in thisexpression are unique.Proof This follows because the element bY �i;j is a power of v times Y �i;j, and q = v2.23



De�nitionsDe�ne the elements C�;i;j�;a;b 2 A to be such thatbY �i;j = X�;a;bC�;i;j�;a;b bY �a;b;where the sum is taken over all triples (�; a; b) such that Y �a;b is a standard codeterminant.Let Y �i;j be a codeterminant, equal to eAeA0 . If A is lower triangular and A0 is upper triangular, thenwe say Y �i;j and bY �i;j are distinguished.Note that any standard codeterminant is distinguished. This follows from the correspondence betweenthe �i;j and the eA, and the fact that in a standard tableau, all entries in the i-th row are greater than orequal to i. (Refer to x1.5 for more details.)Theorem 3.5 Any element of the basis B of U which does not map to zero maps to a distinguishedv-codeterminant. Every distinguished v-codeterminant is the image of one element of B in a natural way.Proof From our earlier analysis of ker � \ U , we �nd that the only elements of B which do not map tozero under � are of form b = Y�2�+ F (c�)� nYi=1 �Ki; 0ti � Y�2�+E(b�)� ;where P� c� � r, P� b� � r and Pi ti = r. We know that the element Qni=1 hKi;0ti i maps under � to [D],where D = diag(t1; : : : ; tn), and that [D][D] = [D]. Thus �(b) = �(b�)�(b+), where b� is given byY�2�+ F (c�)� nYi=1 �Ki; 0ti � ;and b+ is given by nYi=1 �Ki; 0ti � Y�2�+E(b�)� ;so in particular �(b�) 6= 0 6= �(b+). We know from our study of U�0 and U�0 that if �(b�) 6= 0 then�(b�) = [L] for some lower triangular matrix L. Similarly �(b+) = [U ] for some upper triangular matrix U .The number ti is thus the sum of the entries in row i of U , and also the sum of the entries in column i ofL. This means that in this case eLeU = �i;j�j;k for suitable i; j; k 2 I(n; r), and we see that this quantity isnonzero because Schur's product rule shows that it is nonzero in the classical case. Therefore �(b) = [L][U ]is a distinguished v-codeterminant.Conversely, any distinguished v-codeterminant [L][U ] such that [L][U ] 6= 0 has a unique element of Bwhich maps to it, by reversing the previous argument. (The integers in the expression of b determine thecoe�cients of the matrices L and U , and vice versa.)24



De�nition For each distinguished v-codeterminant bY �i;j = [L][U ], we de�ne the element ��i;j to be thatelement of B (as above) which maps under � to [L][U ].Corollary 3.6 (kernel of �) The kernel of � : U(gln)! Sv(n; r) has as a basis all elements of B whichmap to zero under � together with all elements of form��i;j � X�;a;bC�;i;j�;a;b��a;b;where Y �i;j is a distinguished but non-standard codeterminant and Y �a;b is a standard codeterminant.Proof This follows from the straightening formula for v-codeterminants applied to the set of distinguishedv-codeterminants and the the fact that each element of B maps to zero or to a distinguished v-codeterminant.Corollary 3.7 (explicit surjectivity) Let [A] be a basis element of Sv(n; r), where eA corresponds to�i;j. (We assume, as we may, that ja � jb whenever a < b.) Then the element of U given byX�;a;bCwt(j);i;j�;a;b ��a;b;where the sum is taken over all (�; a; b) such that Y �a;b is standard, maps under � to [A].Proof The element [A] is equal to the codeterminant bY wt(j)i;j , because eA = �i;j = �i;j�j and j = `(wt(j)).This is equal, by the straightening formula for v-codeterminants, toX�;a;bCwt(j);i;j�;a;b bY �a;b:The claim now follows from the de�nition of the elements �.ApplicationsAn important application of Theorem 3.5 is that it gives an easy proof of the semistandard basis theorem,which is one of the main results in [3]. This application is explained in detail in [5, x5].Another application of the theorem is that it helps a great deal in proving that the structure constantsfor Du's canonical basis for Sq(n; r) lie in N[v; v�1]. This is carried out in full in [7].25
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