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Preface

The theory of traveling wave solutions of parabolic equations is one of the
fast developing areas of modern mathematics. The history of this theory begins
with the famous mathematical work by Kolmogorov, Petrovskĭı, and Piskunov
and with works in chemical physics, the best known among them by Zel′dovich
and Frank-Kamenetskĭı in combustion theory and by Semenov, who discovered
branching chain flames.

Traveling wave solutions are solutions of special type. They can be usually
characterized as solutions invariant with respect to translation in space. The
existence of traveling waves appears to be very common in nonlinear equations,
and, in addition, they often determine the behavior of the solutions of Cauchy-type
problems.

From the physical point of view, traveling waves usually describe transition
processes. Transition from one equilibrium to another is a typical case, although
more complicated situations can arise. These transition processes usually “forget”
their initial conditions and reflect the properties of the medium itself.

Among the basic questions in the theory of traveling waves we mention the
problem of wave existence, stability of waves with respect to small perturbations
and global stability, bifurcations of waves, determination of wave speed, and systems
of waves (or wave trains). The case of a scalar equation has been rather well studied,
basically due to applicability of comparison theorems of a special kind for parabolic
equations and of phase space analysis for the ordinary differential equations. For
systems of equations, comparison theorems of this kind are, in general, not appliΓ
cable, and the phase space analysis becomes much more complicated. This is why
systems of equations are much less understood and require new approaches. In
this book, some of these approaches are presented, together with more traditional
approaches adapted for specific classes of systems of equations and for a more
complete analysis of scalar equations. From our point of view, it is very important
that these mathematical results find numerous applications, first and foremost in
chemical kinetics and combustion. The authors understand that the theory of
traveling waves is far from being complete and hope that this book will help in its
development.

This book was basically written when the authors worked at the Institute of
Chemical Physics of the Soviet Academy of Sciences. This scientific school, created
by N. N. Semenov, Director of the Institute for a long time, by Ya. B. Zeldovich,
who worked there, and by other outstanding personalities, has a strong tradition

xi
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of collaboration among physicists, chemists, and mathematicians. This special
atmosphere had a strong influence on the scientific interests of the authors and was
very useful to us. We would like to thank all our colleagues with whom we worked
for many years and without whom this book could not have been written.

Aizik Volpert
Department of Mathematics, Technion, Haifa, 32000, Israel

Vitaly Volpert
Universite Lyon 1, CNRS, Villeurbanne Cedex, 69622 France

Vladimir Volpert
Northwestern University, Evanston, Illinois 60208

June 1993



INTRODUCTION

Traveling Waves Described by Parabolic Systems

Propagation of waves, described by nonlinear parabolic equations, was first
considered in a paper by A. N. Kolmogorov, I. G. Petrovskĭı, and N. S. Piskunov
[Kolm 1]. These mathematical investigations arose in connection with a model for
the propagation of dominant genes, a topic also considered by R. A. Fisher [Fis 1].
Moreover, when [Kolm 1] appeared in 1937, the fact that waves can be described
not only by hyperbolic equations, but also by parabolic equations, did not receive
the proper attention of mathematicians. This is indicated by the fact that sub-
sequent mathematical papers in this direction (Ya. I. Kanel′ [Kan 1, 2, 3]) did
not appear until more than twenty years later, although mathematical models,
which form a basis for these papers, models of combustion, were formulated by
Ya. B. Zel′dovich somewhat earlier (see, for example, [Zel 4, 5]). It was not until
the seventies, under the influence of a great number of the most diverse problems of
physics, chemistry, and biology, that an intensive development of this theme began.

At the present time a large number of papers is devoted to wave solutions of
parabolic systems and this number continues to increase. In recent years, along
with the study of one-dimensional waves, an interest in multi-dimensional waves
has developed. This interest was stimulated by observation of spinning waves in
combustion, spiral waves in chemical kinetics, etc.

The overwhelming number of natural science problems mentioned above leads
to wave solutions of the parabolic system of equations

(0.1)
∂u

∂t
= A∆u+ F (u),

where u = (u1, . . . , um) is a vector-valued function, A is a symmetric nonnegative-
definite matrix, ∆ is the Laplace operator, and F (u) is a given vector-valued
function, which we will sometimes refer to as a source. System (0.1) is considered
in a domain Ω of space Rn on whose boundary, assuming Ω does not coincide with
Rn, boundary conditions are specified.

We attempt in the present introduction to give a general picture of current
results concerning wave solutions of system (0.1) (see also [Vol 47]). Later on in
the text we present in detail results of a general character, i.e., results connected
with general methods of analysis and with sufficiently general classes of systems.
In the remaining cases we limit ourselves to a brief exposition or to references to
original papers. However, in selecting material for a detailed exposition interests of
the authors are dominant.

Numbering of formulas and various propositions are carried out according to
sections, the first digit indicating the section number. If in references the chapter is
not indicated, it may be assumed that reference is being made to a section within
the current chapter.

1



2 INTRODUCTION. TRAVELING WAVES DESCRIBED BY PARABOLIC SYSTEMS

§1. Classification of waves

Waves described by parabolic systems can be divided into several classes. The
most conventional is the class of waves referred to as stationary. By a stationary
wave we mean a solution u(x, t) of system (0.1) of the form

(1.1) u(x, t) = w(x1 − ct, x′),

where w(x) is a function of n variables, x = (x1, . . . , xn), x′ = (x2, . . . , xn), and c
is a constant (speed of the wave). We assume here that Ω is a cylinder and that
the system of coordinates is chosen so that axis x1 is directed along the axis of the
cylinder.

In recent years a large body of experimental material has accumulated and, in
addition, a number of mathematical models connected with it have been studied
in which not just stationary waves can be observed. In particular, we can observe
periodic waves , defined as solutions u(x, t) of system (0.1) of the form

(1.2) u(x, t) = w(x1 − ct, x′, t),

where the function w(x, t) is periodic in t; Ω, as defined above, is a cylinder; and
x1 is directed along the axis of the cylinder.

Other forms of waves also occur, some of which we indicate below.

1.1. Stationary waves. We present a classification of stationary waves cur-
rently being studied. Part I of the present text is devoted to stationary waves.

1.1.1. One-dimensional planar waves. We consider system (0.1) with the fol-
lowing boundary condition on the surface of cylinder Ω:

(1.3)
∂u

∂ν
= 0,

where ν is the normal to the surface. We refer to a solution of the form

(1.4) u(x, t) = w(x1 − ct)

as a planar wave. This, obviously, corresponds to the definition given above of a
stationary wave, one-dimensional in space, i.e., a solution of the system

(1.5)
∂u

∂t
= A

∂2u

∂x21
+ F (u).

Function w of the variable ξ = x1 − ct is a solution of the following system of
ordinary differential equations over the whole axis:

(1.6) Aw′′ + cw′ + F (w) = 0.

Obviously, the system of equations (1.6) can be reduced to the system of first order
equations

(1.7) w′ = p, Ap′ = −cp− F (w).

Thus, the problem of classifying planar waves can be reduced to the study of
the trajectories of system (1.7). Apparently, however, not all trajectories are of
interest. Solutions of system (1.6) are stationary solutions of system (1.5), written
in coordinates connected with the front of a wave; of most interest are those waves
which are stable stationary solutions.

We present a classification of planar waves encountered in applications.
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ξ

c

w

Figure 1.1. A monotone wave front

By wave fronts we mean solutions w(ξ) of system (1.6), having limits as ξ →
±∞,

(1.8) lim
ξ→±∞

w(ξ) = w±,

where

(1.9) w+ �= w−.

Typical representatives of such waves are waves of combustion and waves in chemical
kinetics, in particular, frontal polymerization, concentrational waves in Belousov-
Zhabotinsky reactions, cold flames, etc. A characteristic form of a monotone wave
front for each component of the vector-valued function w is shown in Figure 1.1. If
we return to the initial coordinate x1, the wave front is then the profile shown in
this figure moving along the x1-axis at constant speed c.

It is readily seen that we have the equalities

(1.10) F (w+) = 0, F (w−) = 0

if the function w(ξ), together with its first derivative, is bounded on the whole axis
and if the limits (1.8) exist. Actually, in this case it is easy to show that

w′(ξ)→ 0 and w′′(ξ)→ 0 as |ξ| → ∞,

and, passing to the limit in (1.6), we obtain (1.10).
Thus, w+ and w− are stationary points of the nondistributed system

(1.11)
du

dt
= F (u),

corresponding to system (1.5). It turns out to be the case that in studying wave
fronts connecting points w+ and w− (i.e., solutions of system (1.6) satisfying
conditions (1.8)) it is very important to have information concerning stability of the
stationary points w+ and w−. Obviously, only the following three types of sources
F (u) are possible:

A. Both points w+ and w− are stable stationary points of equation (1.11).
B. One of the points w+ or w− is stable, the other is unstable.
C. Both points w+ and w− are unstable.
As we shall show below, answers to questions concerning the existence of waves,

their uniqueness, and a number of other questions, depend on the source type for
F (u).
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u
w−w+

F

Figure 1.2. A Type A source (bistable case)

F

w+ w− u

Figure 1.3. A Type A source (bistable case)

F

w+ w−
u

Figure 1.4. A Type B source (monostable case)

Sources of various types are shown in Figures 1.2–1.5 in the case of a scalar
equation (1.5). Figures 1.2 and 1.3 display sources of Type A; Figures 1.4 and 1.5
display sources of types B and C, respectively. Sources shown in Figures 1.2, 1.4,
and 1.5 are encountered in problems concerned with the propagation of dominant
genes (see [Kolm 1] and [Aro 1]); the source shown in Figure 1.3 appears in
problems of combustion (see [Zel 5]).

In the case of a Type A source we shall also say that we have a bistable case,
for Type B sources a monostable case, and for Type C sources an unstable case.

Figure 1.6 depicts a Type A source of more complex form. It has a stable
intermediate stationary point w0, so that one can speak of two waves: one joining
point w+ with w0, and one joining w0 with w−; one can also speak of the wave
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F

w+

w− u

Figure 1.5. A Type C source (unstable case)

F

w+ w−w0

Figure 1.6. A Type A source with a stable intermediate station-
ary point

joining w+ with w−. We shall concern ourselves with the question of which waves
may be realized in actuality when, in what follows, we discuss systems of waves.

Pulses differ from wave fronts only by the fact that, instead of (1.9), we have
the equality

(1.12) w+ = w−.

Currently, the most studied equations describing pulses (as well as periodic waves,
see below) are the equations for propagation of nerve impulses, namely, the Hodgkin-
Huxley equations and the simpler Fitz-Hugh-Nagumo equations, which are special
cases of system (1.5). The characteristic form of the pulses described by the
equations mentioned is shown in Figures 1.7 and 1.8 on the next page.

Waves periodic in space are solutions of system (1.6) for which the function
w(ξ) is periodic. Periodic waves were discovered in problems of propagation of
nerve impulses and in problems of chemical kinetics. Corresponding to them in the
phase plane are the limit cycles of system (1.7).

1.1.2. Multi-dimensional waves are solutions of the form (1.1) which cannot be
written in the form (1.4). Experimentally such waves may be observed as a uniform
displacement of a “curved” front along the axis of the cylinder. Obviously, if instead
of boundary condition (1.3) we consider a different boundary value problem, for
example, of the first or the third kind, then a stationary wave, if it exists, is multi-
dimensional. However, even in the case of condition (1.3) multi-dimensional waves
can also be realized.
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w

ξ

Figure 1.7. A wave solution in the form of a pulse

w

ξ

Figure 1.8. A wave solution in the form of a pulse

Let us assume that the following limits exist:

(1.13) lim
ξ→±∞

w(ξ, x′) = w±(x′).

We can then expect that the function w±(x′) will satisfy the equation

(1.14) Φ(w±) = 0.

Here Φ is the nonlinear operator

(1.15) Φ(u) = A∆′u+ F (u),

where ∆′ is the Laplace operator in the variables x′ = (x2, . . . , xn). The operator
Φ(u) is considered on functions given in a cross-section of the cylinder Ω, satisfying
the same boundary conditions as in the initial problem (for simplicity we assume
that in these conditions there is no dependence on x1).

Here, as we did in the one-dimensional formulation, we can speak of three
cases A, B, and C, except that here, instead of equation (1.11), we must consider
the operator equation

(1.16)
du

dt
= Φ(u).

1.2. Periodic waves. Periodic waves, determined by equation (1.2), describe
various processes that were observed in combustion (see the supplement to Part III)
and other physico-chemical processes (see, for example, [Beg 1]). Currently, the
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Figure 1.9. Two-spot mode of wave propagation in a strip

basic general methods for studying periodic waves are the methods of bifurcation
theory (see below). We now present some forms of periodic waves encountered in
applications.

It is convenient to describe the character of wave propagation by considering the
motion of certain characteristic points, for example, maximum points of solutions.
We shall refer to these maximum points as hot spots . This type of terminology
arose in experiments dealing with combustion, where luminous spots, corresponding
to maximum points of the temperature, were observed propagating along the
specimen.

1.2.1. One-dimensional waves are solutions of system (1.5) of the form w(x1 −
ct, t), where w(ξ, t) is a periodic function of t. As an example of a physical model
we cite the oscillatory mode of combustion (see [Shk 3]) in which a planar front of
combustion performs periodic oscillations relative to a uniformly moving coordinate
frame. We remark that the character of the oscillations can be fairly complex. In
particular, in numerical modeling of combustion problems, bifurcations have been
observed leading to the successive doubling of the period, and then to irregular
oscillations [Ald 6, Dim 1, Bay 4].

1.2.2. Two-dimensional waves are solutions of the form (1.2) of system (0.1),
considered in an infinite strip of width l: −∞ < x1 < +∞, 0 � x2 � l. We
shall assume that condition (1.3) is satisfied. The nature of the wave propagation
manifests itself by motion of the hot spots. A planar wave propagates along the
strip when the width of the strip is sufficiently small. As l increases, a critical
value l = l1 is attained and a one-spot mode of wave propagation then arises: the
spot moves along the line x2 = 0, then moves onto the line x2 = l, after which
the motion of the spot again takes place along the line x2 = 0, and so on, in a
periodic fashion. With further widening of the strip a second critical value l = l2
appears, giving rise to a two-spot mode. The spots move simultaneously along the
lines x2 = 0 and x2 = l, after which, moving towards one another, they merge onto
the line x2 = l/2 and move along this line: they then diverge and, once again, two
spots appear on the lines x2 = 0 and x2 = l, after which the motion described
is repeated. Depending on how much the width of the strip is increased, at some
l = l3 a three-spot mode appears, and so forth. Such modes for combustion of a
plate were obtained numerically in [Ivl 3]. A two-spot mode is shown in Figure 1.9.

1.2.3. Spinning waves. We consider the case of a three-dimensional space
(n = 3) and a circular cylinder Ω, along whose axis a wave is propagating. We
introduce polar coordinates r and ϕ in a disk cross-section of the cylinder. By a
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Figure 1.10. One-spot spinning mode of wave propagation in a
circular cylinder

Figure 1.11. Two-spot spinning mode of wave propagation in a
circular cylinder

spinning wave we mean a solution of system (0.1) of the form

u(x, t) = w(x1 − ct, r, ϕ− σt),

where c and σ are constants; c is the speed of propagation along the axis of the
cylinder, σ is the angular rate.

Spinning waves were observed in the combustion of condensed systems [Mer7]
as the motion of luminous spots along a spiral on the surface of the cylindrical
specimen. Spinning wave propagation patterns were studied experimentally, in
particular, their dependence on the radius of the cylinder. It was established that
for small radii the spinning mode is not present; with an increase in the radius
a one-spot spinning mode appears (Figure 1.10); next, a two-spot mode appears
(Figure 1.11) when two spots move simultaneously along a spiral, and so forth.

1.2.4. Symmetric waves. In studies made using methods of bifurcation theory
[Vol 13, 21, 30] waves coexisting with spinning waves were observed in a circular
cylinder. These were called symmetric waves (they are also called standing waves).
An analysis of the stability of these waves (see Chapter 6) showed that spinning
and symmetric waves cannot be simultaneously stable at their birth occurring as
the result of a loss of stability of a plane wave. Symmetric waves, just like spinning
waves, can have one spot, two spots, etc. In a one-spot symmetric mode motion
of the spots proceeds as follows: a spot moves along the surface of the cylinder
parallel to its axis; it then bifurcates and two spots appear, moving along the
surface and meeting on the diametrically opposite side of the cylinder surface, etc.
in a periodic mode. A one-spot symmetric mode is depicted in Figure 1.9 if we
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Figure 1.12. One-spot symmetric mode of wave propagation on
the surface of a cylinder

Figure 1.13. An end-view of a one-spot symmetric mode

Figure 1.14. An end-view of a two-spot symmetric mode

identify lines bounding the strip from its sides. A direct representation of a one-
spot symmetric mode on the surface of a cylinder is shown in Figure 1.12. An
end-view is shown in Figure 1.13. Motion of the spots in the case of a two-spot
symmetric mode is completely analogous, except that now two spots, located at
diametrically opposite points of the surface, move simultaneously; each of the spots
bifurcates and they meet at points shifted with respect to the initial points by an
angle π/2. Figure 1.14 depicts an end-view of a two-spot symmetric mode.

The question as to whether a symmetric mode in combustion has been observed
experimentally is an open one. In experiments modes have been observed in
which the spots move along the surface of a circular cylinder towards each other;
unfortunately, however, there is no detailed description of these modes. It can be
assumed that these modes are symmetric.

1.2.5. Radial waves. We have in mind periodic waves in a circular cylinder,
i.e., waves of the form (1.2) in which there is no dependence on angle, so that
motion takes place along the axis of the cylinder and in the direction of the radius.
Obviously, such waves can be considered in a section of the cylinder by plane
x1 = 0 and a corresponding body of revolution about the axis of the cylinder can
be obtained. As bifurcation analysis shows, such waves can exist with a various
number of spots. In the case of a one-spot mode, motion of the spots takes place
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Figure 1.15. One-spot radial wave

Figure 1.16. A mode of wave propagation in a cylinder of rect-
angular cross-section

Figure 1.17. A mode of wave propagation in a cylinder of rect-
angular cross-section

as follows: a spot moves along the axis of the cylinder, then goes over onto the
surface, fills in a complete circle, then again falls onto the axis, and so forth (see
Figure 1.15). A mode of this kind has been observed in combustion [Mak 3].

Remark. As follows from a bifurcation analysis (see below), with a loss of
stability of a planar wave such that a pair of complex conjugate eigenvalues goes
across the imaginary axis, there generically arise, in the circular cylinder, periodic
waves of four and only four types: one-dimensional, spinning, symmetric, and radial.

1.2.6. Waves in a cylinder of rectangular cross-section. In this case various
modes of propagation of the spots are possible. They have been studied by the
methods of bifurcation theory (see §5). Two of these are shown in Figures 1.16
and 1.17. Modes of this kind were obtained experimentally in combustion [Vol 32].

We restrict the discussion here to cylinders with circular and rectangular cross-
sections. Cylinder of arbitrary cross-section will be discussed in §5.
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1.2.7. Waves of more complex structure. We have enumerated in some sense
the simplest forms of periodic waves. All of them can be obtained as bifurcations
in the vicinity of a planar wave. More complex waves are also possible, being
obtained through interaction of modes already described. Such waves emerge
during computer calculations, for example, as secondary bifurcations. As examples,
we can point to the birth of symmetric waves from developed one-dimensional
oscillations [Meg 1, 2], and also, waves which appear as the rotation of “curved”
fronts [Buc 3].

1.3. Other forms of waves. Along with the waves presented above, other
forms of waves are encountered.

1.3.1. Rotating and spiral waves. Rotating waves are similar to spin waves,
differing only in that propagation is with respect to an angular coordinate. The
pertinent domain Ω is a body of revolution about an axis (or about a point for
n = 2).

Spiral waves have been observed experimentally in chemical kinetics, wherein
the spot of a chemical reaction moves along a spiral. In this case Ω is taken to be a
plane, and rotation of the wave is described in polar coordinates with simultaneous
propagation along a radius. Three-dimensional spiral waves have also been studied.

Rotating and spiral waves have been discussed in a large number of papers (see
[Ale 1, Ang 1, Auc 1, 2, Bark 1, Bern 1, Brazh 1, Coh 1, Duf 1, Ern 1, 2,
Gom 1, Gre 1–4, Grin 1, Hag 4, Kee 1, 2, Koga 1, Kop 6, Kri 1–3, Nan 1,
Ort 1, Pelc 1, Ren 1, Win 1–3]).

1.3.2. Target type waves. Waves of this kind are observed experimentally in
chemical kinetics as concentric waves diverging from a center with simultaneous
generation of new waves at the center. References concerned with these waves
are [Erm 4, Fife 4, 5, Hag 2, Kop 1, 2, 5, 6, Tys 1].

1.4. Systems of waves. A study of the behavior of solutions of a Cauchy
problem for system (0.1) for large values of t shows that it is not always single
waves that are involved. We arrive at this conclusion already in the study of a
scalar equation in the one-dimensional case. This has already been mentioned for
the source shown in Figure 1.6. Possible waves here are [w+, w0]-, [w0, w−]-, and
[w+, w−]-waves, where we use the notation [w±, w0] to show that the waves connect
the points w± and w0. In Figure 1.18 the possible cases are shown schematically:
[w0, w−]-wave with a speed c−, [w+, w0]-wave with a speed c+. Existence of a
[w+, w−]-wave depends on the relationship between the speeds c+ and c−. If
c− > c+, then the [w0, w−]-wave overtakes the [w+, w0]-wave; the waves then merge
and the wave [w+, w−] emerges as a solitary wave with an intermediate speed. But
if c− � c+, then the two waves coexist and we have a system of waves. Studies
presented in Chapter 1 show that in precisely this way an asymptotic solution of
system (0.1) is obtained as t→∞.

Systems of waves, or in other terminology wave trains, or minimal decompo-
sition of waves, were studied first from the physical point of view in combustion
theory [Kha 3, Mer 6] and mathematically in [Fife 7].

§2. Existence of waves

2.1. Methods of proof for the existence of waves. At the present time
there is a large number of papers concerned with the existence of waves in which
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Figure 1.18. A system of waves (wave train)

various methods of analysis are employed. It appears, however, that we can single
out three basic approaches:

1. Topological methods, in particular, the Leray-Schauder method.
2. Reduction of a system of equations of the second order to a system of first

order ordinary equations and various methods of analyzing the trajectories
of this system (for one-dimensional waves).

3. Methods of bifurcation theory.
Other methods are also in use. In this section, and in the supplement to

Chapter 3, we attempt briefly to characterize the known methods and results on
the existence of waves. A more detailed discussion of the Leray-Schauder method
will be given; we develop this method in the text in connection with wave solutions
of parabolic systems and, as it appears to us, it is a very promising method. We
remark that in the overwhelming majority of papers the existence of waves for
systems of equations is discussed in the one-dimensional case.

2.1.1. Leray-Schauder method. As is well known, the Leray-Schauder method
consists in constructing a continuous deformation of an initial system to a model
system for which it is known that solutions exist and possess the required properties.
For these systems we consider the vector field generated by them in a functional
space, and we assume that a homotopic invariant is defined, namely, rotation of
the vector field, or, in other terminology, the Leray-Schauder degree, satisfying the
following properties:

1. Principle of nonzero rotation.
If on the boundary of a domain in a functional space the degree is defined and

different from zero, then in this domain there are stationary points.
2. Homotopic invariance.
If during a continuous deformation of a system the solution does not reach the

boundary of a domain, then the degree does not vary on this boundary.
Thus, if we have a priori estimates of solutions, i.e., in a homotopy process

solutions are found in some ball in functional space, and if for a model system the
degree on the ball boundary is different from zero, then it is also different from zero
for the initial system. Consequently, solutions also exist for the initial system.

Thus, to apply the Leray-Schauder method it is necessary to define the degree
with the indicated properties; to construct a model system for which the degree
is different from zero on the boundary of a ball of sufficiently large radius; and to
construct a continuous deformation of the initial system to the model system such
that there are a priori estimates of solutions.
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Rotation of a vector field for completely continuous vector fields is well defined
and widely applied, in particular, in proving existence of solutions by the Leray-
Schauder method. Systems of equations of the type (1.6) can be reduced to
completely continuous vector fields, but only in case they are considered in bounded
domains (see §1 of Chapter 2). For waves, i.e., for solutions considered in unbounded
domains, one cannot make use of an existing theory for completely continuous vector
fields, and this is actually the case. Essentially the situation is the following.

To construct the degree it is necessary to select, in an appropriate way, a
functional space and to define an operator A vanishing on solutions of system (1.6),
i.e., on waves. A vector field will thereby be determined. Operator A can be
approximated in various ways by operators An, which correspond to completely
continuous vector fields and for which the degree can be defined in the usual way.
Moreover, this can be done so that the degree for operators An is independent of
n if n is sufficiently large, and we can take this quantity as the degree of operator
A. If γ(A,D), the degree of operator A on the boundary of domain D, is different
from zero, then γ(An, D) will also be different from zero; consequently, there exists
a sequence of functions un, belonging to domain D, for which An(un) = 0. This
sequence is bounded (domain D is assumed to be bounded) and, consequently, some
subsequence converges weakly. The main difficulty here is that the weak limit of
this sequence may not belong to domain D, and, as a consequence, the principle
of nonzero rotation can be violated. To avoid this situation we need to show,
for the class of operators considered, that weak convergence of solutions implies
strong convergence (precise statements appear in Chapter 2). To proceed we need
to obtain estimates from below for operator A. These estimates for operators
corresponding to the system of equations (1.6) were obtained, thereby making it
possible to define the degree by Skrypnik’s method [Skr 1]. It should be noted that
rotation of a vector field possessing the usual properties cannot be constructed in an
arbitrary functional space. Even in the case of a scalar equation it is easy to give an
example whereby, in the space of continuous functions C, a wave under deformation
disappears with no violation of a priori estimates. This is connected with the fact
that during motion with respect to a parameter a wave can be attracted to an
intermediate stationary point and, instead of a wave satisfying conditions (1.8), we
will have a system of waves. In constructing the degree for operators describing
traveling waves, it is convenient to use weighted Sobolev spaces.

Yet another difficulty arising here is that solutions of equation (1.6) are invari-
ant with respect to a translation in the spatial variable. In addition, the speed
c of the wave is an unknown and must also be found in solving the problem. It
is therefore convenient in the study of waves to introduce a functionalization of
the parameter. This means that the speed of the wave is considered not as an
unknown constant, but as a given functional defined on the same space as operator
A. Here the value of the functional depends on the magnitude of the translation
of the stationary solution, making it possible to single out one wave from a family
of waves. Thus functionalization of a parameter allows us to consider an isolated
stationary point in a given space instead of a whole line of stationary points.

We remark that the degree for operators describing traveling waves is defined
without any assumptions as to the form of the nonlinearity of F (u), except, natu-
rally, for smoothness and stability of the points w±. This result, apparently, can be
rather easily generalized to the multi-dimensional case. As for the monostable case,
there arise here additional complexities associated with the facts that waves exist
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for a whole half-interval (half-axis) of speeds and form an entire family of solutions.
It can be expected that the degree can be successfully introduced with a proper
selection of weighted norms, identifying a single wave (a single speed) of a family
of waves.

Having defined the degree, we see that the possibility of obtaining a priori
estimates of solutions also determines the class of systems for which we can suc-
cessfully apply the Leray-Schauder method to prove the existence of waves. (The
construction of a model system can be carried out rather easily and is, in the main,
of a technical nature.) Hitherto it has been possible to do this for locally-monotone
systems (see §2.2), yet one may expect that there exist other types of nonlinearities
also for which a priori estimates of solutions can be obtained. It should be noted
that the problem of obtaining a priori estimates in one form or another also arises
for other methods of proving the existence of waves; one should therefore not assume
that this restricts the application of the Leray-Schauder method in comparison with
other approaches.

2.1.2. Other methods for proving the existence of waves. A widely used me-
thod is one based on phase portrait analysis. This means that the system of
equations (1.6) is placed into correspondence with the first order system of equa-
tions (1.7). As has already been noted, its trajectories correspond to waves. In
particular, if the question concerns waves satisfying conditions (1.8), i.e., wave
fronts or pulses, we then have in mind trajectories of system (1.7) joining the
stationary points (w+, 0) and (w−, 0) in the phase space (w, p). To periodic waves
there correspond limit cycles.

Thus the problem of proving existence of waves reduces to proving existence of
corresponding trajectories of system (1.7).

This method is very suitable when applied to a scalar equation. Actually, in
this case (1.7) is a system of two equations and the analysis is carried out in the
two-dimensional phase plane, a situation rather well studied. To prove existence of
wave fronts a trajectory is drawn off from one of the stationary points (w+, 0) or
(w−, 0) and it is proved that the constant c can be selected so that this trajectory
reaches the other of these stationary points. Precisely this method was used for the
first time in [Kolm 1] to prove the existence of a wave.

The situation is far more involved for the system of equations (1.6). Here it
is necessary to consider a phase space of dimensionality greater than or equal to
4; application of the method indicated entails essential difficulties. To successfully
apply this method one must deal with a system of special form, possessing specific
properties. It is of interest to note that many systems arising in various physical
problems possess the required properties. Therefore, it is this approach that was
successfully used to prove the existence of wave fronts in various mathematical
models of physics, chemistry, and biology (see Chapter 3, §5).

To prove the existence of a pulse, it is obviously sufficient to establish in the
phase plane (w, p) the existence of a trajectory of system (1.7) leaving and entering
the stationary point (w+, 0). In the general case only results obtained with the aid
of bifurcation theory are available: under certain conditions birth of a separatrix
loop from the stationary points may be proved.

One of the general approaches to proving the existence of periodic waves also
yields a theory of bifurcations. The question concerns birth of periodic waves of
small amplitude from constant stationary solutions under a change of parameters
(see below). Another approach to proving the existence of periodic waves is
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connected with an assumption concerning the existence of stable limit cycles for
the system (1.11). Use is made of the small parameter method: for large speeds c
a small parameter can be introduced into system (1.6) so that as c→∞ we obtain
system (1.11).

Results concerning the existence of multi-dimensional waves for scalar equations
are presented in the supplement to Chapter 1. Multi-dimensional waves close to
planar waves have been studied by methods of bifurcation theory (see §5).

2.2. Locally-monotone and monotone systems. Scalar equation. In
this subsection we present basic results on the existence of waves of wavefront type
for a class of systems of equations. We assume that the matrix A is a diagonal
matrix and that the vector-valued function F (u) satisfies the conditions

(2.1)
∂Fi
∂uj

� 0, i, j = 1, . . . , n, i �= j,

for all u ∈ R
n. In this case the systems of equations (0.1) and (1.6) are called

monotone systems. Such systems of equations are often encountered in applications
(see §6 and Chapters 8 and 9).

The simplest particular case of such systems is the scalar equation (n = 1). If
conditions (2.1) with strong inequalities are satisfied only on the surfaces Fi(u) = 0
(i = 1, . . . , n), the system of equations (0.1) is then said to be locally monotone (a
generalization of this concept is given in §2 of Chapter 3).

As we have already remarked, for wave fronts we assume existence of the lim-
its (1.8) and F (w±) = 0. We seek monotone waves (for definiteness, monotonically
decreasing) with the same direction of monotonicity for all components wi(x) of
the vector w(x). (Nonmonotone waves for monotone systems are unstable; see
Chapter 5, §6.) Obviously, then, w+ < w− and it is sufficient to require that
inequality (2.1) be satisfied in the interval [w+, w−], i.e., for w+ � w � w−.

We formulate a theorem for the existence of a wave in the case of a source of
Type A.

Theorem 2.1. Let system (0.1) be monotone. Further, let the vector-valued
function F (u) vanish in a finite number of points uk, w+ � uk �w− (k = 1, . . . ,m).
Let us assume that all the eigenvalues of the matrices F ′(w+) and F ′(w−) lie in the
left half-plane, and that the matrices F ′(uk) (k = 1, . . . ,m) are irreducible and have
at least one eigenvalue in the right half-plane. Then there exists a unique monotone
traveling wave, i.e., a constant c and a twice continuously differentiable monotone
vector-valued function w(x) satisfying system (1.6) and the conditions (1.8).

For Type B sources we have the following theorem for the existence of a wave.

Theorem 2.2. Let system (0.1) be monotone. Assume further that the vector-
valued function F (u) vanishes at a finite number of points uk, w+ � uk � w−
(k = 1, . . . ,m). Suppose that all eigenvalues of the matrix F ′(w−) lie in the left
half-plane and that the matrices F ′(w+), F ′(uk) (k = 1, . . . ,m) have eigenvalues in
the right half-plane. There exists a positive constant c∗ such that for all c� c∗ there
exist monotone waves, i.e., solutions of system (1.6) satisfying conditions (1.8).
When c < c∗, such waves do not exist. The constant c∗ is determined with the aid
of a minimax representation (see §4).

Finally, we have the following result for Type C sources (where the system is
not assumed to be monotone).
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Theorem 2.3. Let the matrices F ′(w+) and F ′(w−) have eigenvalues in the
right half-plane. Then a monotone wave does not exist, i.e., no monotone solution
of system (1.6) exists satisfying conditions (1.8).

For simplicity of exposition these theorems are stated here under conditions
more stringent than necessary (see Chapter 3).

Theorem 2.1 is proved by the Leray-Schauder method and is generalized to a
locally-monotone system (with no assertion regarding uniqueness of the wave). In
Theorem 2.2 existence of solutions is first proved on a semi-axis x � N , and then
we pass to the limit as N tends to infinity. The last theorem may be proved rather
easily based on an analysis of the sign of the speed for a wave tending towards an
unstable stationary point of system (1.11).

We remark that the existence and the number of waves for monotone systems
is determined by the type of source. For a Type A source a wave exists for a unique
value of the speed; for a Type B source it exists for speed values belonging to a
half-axis; for a Type C source it does not exist.

This generalizes known results for a scalar equation (see Chapter 1), which
are readily obtained from an analysis of trajectories in the phase plane. Moreover,
Theorem 2.3 for a scalar equation is a consequence of a necessary condition for the
existence of waves, a condition which may be formulated in the following way.

For the existence of a solution (c, w) of scalar equation (1.6) with condi-
tions (1.8) and (1.9) it is necessary that one of the following inequalities be satisfied:

w∫
w+

F (u) du < 0,

w−∫
w

F (u) du > 0,

for all w ∈ (w+, w−), where it is assumed that w+ < w−. For the case in which
the first of these inequalities is satisfied, the speed c � 0; in the case of the second
inequality, c� 0. Simultaneous satisfaction of both inequalities for all w ∈ (w+, w−)
is a necessary and sufficient condition for existence of a wave with zero speed.

A proof of this simple theorem is given in Chapter 1.
As examples we can consider sources shown in Figures 1.2–1.5. For the first

three of these the necessary condition for existence is satisfied; for the fourth it
is not satisfied and, consequently, the wave does not exist. As we shall see later,
this necessary condition for existence of a wave is not a sufficient condition. For
example, for a Type A source (Figure 1.6) it can be satisfied, while a wave with
the limits (1.8), under certain conditions, does not exist. Instead of a wave there
appears a system of waves. Sufficient conditions for the existence of waves for a
scalar equation, which are not encompassed by Theorems 2.1 and 2.2, are discussed
in Chapter 1.

Fairly detailed studies have been made of wave systems for a scalar equation.
We introduce here the concept of a minimal system of waves, which describes the
asymptotic behavior of solutions of a Cauchy problem and which, as will be shown
later, exists for arbitrary sources.

§3. Stability of waves

3.1. Stability and spectrum. One of the most widely used methods for
studying the stability of stationary solutions of nonlinear evolutionary systems is
the method of infinitely small permutations of a stationary solution. As a result of
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linearizing nonlinear equations we arrive at the problem concerning the spectrum
of a differential operator (call it L) and, therefore, a need to solve two problems:
first, to find the structure of the spectrum of operator L; second, what can be said
concerning stability or instability of a stationary solution, knowing the spectrum
structure. For the case in which the domain of variation of the spatial variables
is bounded (and the system itself satisfies certain conditions, ordinarily met in
applied problems), the spectrum of operator L is a discrete set of eigenvalues, and
a stationary solution is stable if all the eigenvalues have negative real parts (i.e.,
lie in the left half of the complex plane) and unstable if at least one of them has a
positive real part.

A substantially more involved situation arises when we consider stability of
traveling waves. In this case, owing to the unboundedness of the domain of
variation of the spatial variables, the spectrum of operator L includes not only
discrete eigenvalues, but also a continuous spectrum. Moreover, operator L can
have a zero eigenvalue (this is connected with invariance of a traveling wave with
respect to translations). Nevertheless, it proves to be the case that a linear analysis
allows us to make deductions, not only concerning stability or instability of a
traveling wave, but also concerning the form of stability: in some problems we
have ordinary asymptotic stability (with an exponential estimate for the decrease
of perturbations), and in others we have stability with shift.

Stability with shift means that if the initial condition for a Cauchy problem for
the system of equations

(3.1)
∂u

∂t
= A

∂2u

∂x2
+ c
∂u

∂x
+ F (u)

is close to a wave w(x) in some norm, then the solution tends towards the wave
w(x+h) in this norm, where h is a number whose value depends on the choice of the
initial conditions. Stability with shift arises because of the invariance of solutions
with respect to translation and the presence of a zero eigenvalue. These questions
are considered in Chapter 5, where a conditional theorem is proved concerning
stability of traveling waves for the case in which the entire spectrum of the linearized
problem, except for a simple zero eigenvalue, lies in the left half of the complex
plane.

If operator L has eigenvalues in the right half-plane, the wave is unstable.
Let us suppose now that there are points of the continuous spectrum in the right

half-plane. Such a situation is characteristic of the monostable case. A transition
to weighted norms makes it possible to shift the continuous spectrum, something
that was first done in [Sat 1,2]. If in a weighted space the continuous spectrum
and eigenvalues lie in the left half-plane, the wave is then asymptotically stable
with weight. Here stability can be both with shift and without shift, depending on
whether the derivative w′(x) belongs to the weighted space considered.

Thus, there arises a problem concerning the study of the spectrum of an
operator linearized on a wave, which for one-dimensional waves, described by the
system of equations (1.6), has the form

(3.2) Lu = Au′′ + cu′ + F ′(w(x))u,

where w(x) is a wave. (In Chapter 4 these problems are studied in a somewhat
more general setting.) Here we consider a question concerning structure of the
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spectrum of this operator, being restricted to waves having limits at infinity (wave
fronts, pulses):

w± = lim
x→±∞

w(x).

The spectrum of operator L consists of a continuous spectrum and eigenvalues.
The continuous spectrum is given by the equations

det(−Aξ2 + icξ + F ′(w±)− λ) = 0,

and is located in the half-plane Reλ � b, where b is some number. It is obvious
that if A is a scalar matrix, then the continuous spectrum is determined by the set
of parabolas

(3.3) −Aξ2 + icξ + w±
k − λ = 0,

where w±
k are eigenvalues of the matrix F ′(w±) (k = 1, . . . , n). From (3.3) it is easy

to see that if all the eigenvalues of the matrices F ′(w±) lie in the left half-plane,
then the continuous spectrum also lies in the left half-plane. If these matrices have
eigenvalues in the right half-plane, then there are also points of the continuous
spectrum there. But if A is not a scalar matrix, it is then possible to have points
of the continuous spectrum in the right half-plane even when all the eigenvalues of
the matrix F ′(w±) lie in the left half-plane.

Besides a continuous spectrum, operator L has eigenvalues, also distributed in
some half-plane Reλ � b1, with only a finite number of eigenvalues appearing in
the right half-plane. It is easy to see that λ = 0 is an eigenvalue of operator L with
eigenfunction w′(x). Presence of a zero eigenvalue leads, as will become clear later,
to certain peculiarities in the stability of waves.

Here we present briefly basic facts concerning the spectral distribution of
an operator linearized on a wave and its connection with the stability of waves.
It should be noted that if the distribution of the continuous spectrum can be
obtained fairly simply, then determination of the eigenvalues, or conditions for
their determination, in the left half-plane is coupled with great difficulties. Specific
results are available for the study of individual classes of systems. A complete
study has been made of the problem concerning stability of waves for monotone
systems and for the scalar equation, in particular. These results are discussed in
the following subsection.

Papers have appeared in which stability is proved, in the case of scalar equa-
tions, for waves propagating at large speeds [Bel 1]. These approaches readily carry
over to certain classes of systems. In the monostable case, in which wave speeds can
occupy an entire half-axis, this yields stability of waves for speeds larger than some
value. In the bistable case the speed of a wave, only in individual cases, satisfies
the conditions imposed on it connected with properties of the matrix F ′.

Yet another approach to the study of the stability of waves is based on asymp-
totic methods. The methods most developed, apparently, are those in combustion
theory [Zel 5]. For many combustion problems presence of a small parameter
is typical; this makes it possible to find, approximately, both a stationary wave
and the boundary of its stability in parametric domains (see the supplement to
Part III). We remark that the propagation of waves of combustion of gases, under
specified conditions, is described by monotone systems. This makes it possible to
apply the theory, developed for such systems, to the description of these processes
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(see Chapters 8 and 9). In some cases combustion problems are considered as free
boundary problems (see [Brau 2, Hil 3] and references there).

There are also a number of papers in which a study is made of the stability
of wave fronts [Nis 1], pulses [Eva 2–4, 6, Fer 3, Fife 3, Lar 1, Wan 2], and
periodic waves [Barr 2, Erm 1, Kern 1, Mag 1–4, Rau 1, Yan 3] in various
model systems (see also [Bark 1, Jon 3, Kla 1, Kole 1, 2, Mat 7, Pelc 1, Col 1,
Gard 9, Nis 2]).

A topological invariant characterizing stability of traveling waves is presented
in [Ale 2]. In [Gard 7] this approach is used to analyze stability in a predator-prey
system. Structure of the spectrum of an operator, linearized on periodic waves, is
studied in [Gard 8]. The stability of waves, described by a parabolic equation of
higher order, is presented in [Gard 6]. Analysis of the stability of traveling waves
for scalar viscous conservation laws appears in [Jon 4] and [Goo 1, 2].

Along with the problem of stability of waves, there is the closely related problem
of the approach to a wave solution of a Cauchy problem with initial conditions “far”
from the wave. We distinguish three types of approach to a wave. By a uniform
approach we mean convergence, as t→∞,

(3.4) u(x+ ct, t)→ w(x + h),

of a solution of the Cauchy problem to a stationary wave, shifted with respect to x,
uniformly with respect to x over the whole axis or on each finite interval. Uniform
approach to a wave implies a second type of approach, namely, approach in form,
i.e.,

(3.5) u(x+m(t), t)→ w(x),

uniformly with respect to x. Here m(t) is the coordinate of a characteristic point,
for example, given by the equation

(3.6) u1(m(t), t) = w1(0)

(u1 and w1 are the first components of the corresponding vectors). Thus, form
approach means that a solution is always moved so that the value of its first
component at x= 0 will coincide with that for the first component of the wave, and
then a profile of the solution approaches, in time, a profile of the wave. Approach
in form implies a third type of convergence, namely, approach in speed:

(3.7) m′(t)→ c (t→∞).

Generally speaking, approach in form does not imply uniform approach to a
wave. This is, in fact, one of the results presented in [Kolm 1]: under specific
initial conditions a solution can approach a wave in form and speed, but lag behind
any one of the waves (recall that waves are determined up to translation). It was
shown in subsequent papers [Uch 2] that this is the case

(3.8) m(t) ≈ ct− c1 ln t,

where c1 is a constant. Approach of solutions to a wave has been thoroughly
investigated for the scalar equation and, to some degree, for monotone systems.
For other cases what is known, as a rule, is only that obtained through numerical
modeling.

One cannot define a concept of stability to small perturbations for a system of
waves, at least in the ordinary sense, since a system of waves is not a stationary
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solution. However, as is also the case for waves, we can use the concept of an
approach to a system of waves. If for each of the waves comprising a system of waves
we specify a function m(t) by equation (3.6), we must then have the convergence
relations (3.5) and (3.7). In other words, if we select moving coordinates connected
with one of the waves of the system of waves, then in these coordinates the solution
must converge to this wave uniformly on each finite interval. As shown for a scalar
equation (see Chapter 1 and [Fife 7]) and obtained numerically, and approximately
by analytical methods, such convergence actually occurs in combustion theory (see
Chapter 9).

3.2. Stability of waves for monotone systems. Comparison theorems
hold for monotone systems and, in particular, for the scalar equation: from the
inequality, for the initial conditions,

u(x, 0) � v(x, 0) (−∞ < x <∞),

we have the inequality
u(x, t) � v(x, t) (−∞ < x <∞),

for solutions of the Cauchy problem. This property of monotone systems deter-
mines, in many cases, the properties of waves, including stability of monotone
waves (non-monotone waves are unstable). It is easily shown that small finite
perturbations of monotone waves do not increase. Actually, if w(x) is a wave, and
ε(x) is a small function with a finite support, small numbers h1 and h2 can be
found such that

w(x + h1) � w(x) + ε(x) � w(x + h2).

Therefore, for a solution u(x, t) of system (3.1), with the initial condition u(x, 0) =
w(x) + ε(x), we have also the analogous inequality

w(x + h1) � u(x, t) � w(x + h2),

i.e., perturbations of the wave remain small.
The proof of asymptotic stability of waves for monotone systems is somewhat

more involved. This material is presented in detail in Chapter 5. Here we dwell
briefly on the basic idea of this proof. For matrices with nonnegative off-diagonal
elements there is the well-known Perron-Frobenius Theorem, which says that to
the eigenvalue with largest real part there corresponds a nonnegative eigenvector
and, for irreducible matrices, there are no other nonnegative eigenvectors. Similar
properties are also possessed by differential operators of the form

(3.9) Mu ≡ au′′ + bu′ + cu,

where a, b, c are functional matrices, a, b are diagonal matrices, a has positive
diagonal elements, and c has nonnegative off-diagonal elements. It proves to be
the case, in particular, that if λ = 0 is an eigenvalue of operator M to which
there corresponds a positive eigenfunction, then all the remaining eigenvalues of
this operator lie in the left half-plane. It is of interest to note that there is a
condition for operators (3.9) analogous to the condition for irreducibility of matrix
c (there are works devoted to spectral properties of positive operators close to those
considered here (see [Kra 1]); however, it has not been possible to apply the results
to the case in question; for waves, presence of positive eigenfunctions in the study
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of the spectral distribution was first made use of in [Baren 2] in the study of a
scalar equation).

It has already been noted above that operator L defined by equation (3.2) and
arising in the linearization of the system of equations (1.6) on a wave has a zero
eigenvalue to which there corresponds the eigenfunction w′(x). In view of the above,
this means that for monotone waves all the eigenvalues of the linearized operator,
except for a simple eigenvalue λ = 0, lie in the left half-plane. In the bistable
case for which the continuous spectrum also lies in the left half-plane, this leads
to stability of waves in the uniform norm; when there are points of the continuous
spectrum in the right half-plane stability of waves in weighted norms obtains.

Besides stability of waves to small perturbations, for monotone systems we have
stability of monotone waves in the large. More precisely, if we have stability of a
wave with shift (in the bistable case, in particular), then for an arbitrary monotone
initial condition, tending towards w± as x → ±∞, the solution approaches the
wave.

For a scalar equation results concerning the stability of waves are practically
the same as for monotone systems. However, approaches to a wave and systems
of waves were studied in this case essentially in greater detail. This is connected,
to a large degree, with use of the method, taking its name from [Kolm 1] and
developed further in other papers, which cannot be used for systems of equations.
This method amounts to the application of comparison theorems in the phase plane
(see Chapter 1).

The simplest version of comparison theorems in the phase plane can be for-
mulated as follows. Let u1(x, t) and u2(x, t) be solutions of a Cauchy problem
for equation (3.1) with initial conditions ui(x, 0) = fi(x), where fi(x) are smooth
monotonically decreasing functions. We introduce the functions pi(t, u) = u′i(x, t),
where u = u′i(x, t). That is, the functions pi establish a correspondence between a
value of solution ui, for some x and t, and the value of the derivative of the solution.
Since ui are monotone functions, the pi are defined and single-valued. If for initial
conditions we have the inequality p1(0, u)� p2(0, u) for all those u for which both of
these functions are defined, the analogous inequality p1(t, u) � p2(t, u), t � 0, also
holds for solutions (also for those values of u for which both functions are defined).

Theorems of this kind permit various generalizations to nonsmooth, and even
to discontinuous, functions, to nonmonotone functions, etc. They make it possible
to prove convergence of the function p(t, u) to a function R(u), corresponding to
a wave or to a system of waves. We illustrate this with a simple example. As the
initial condition we take a function equal to w− for x < 0 and to w+ for x > 0.
It is easy to verify that in this case the function p(t, u) is monotonically increasing
with respect to t for each fixed u, and it remains nonpositive. Its limit as t → ∞
is either a wave (in the monostable case a wave with minimal speed) or a minimal
system of waves if waves joining points w+ and w− do not exist.

The approach connected with comparison theorems in the phase plane allows
us to study the asymptotic behavior of solutions of a Cauchy problem for arbitrary
sources F (u). There are, along with this, also other methods for proving stability
of waves and approach to a wave for a scalar equation (see the supplement to
Chapter 1); these problems have been rather well studied. Nevertheless, some
questions still remain here, including the problem of obtaining necessary and
sufficient conditions for the approach to a wave for a possibly broader class of
initial conditions (for a positive source, under certain additional restrictions, this
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problem can be regarded as solved [Bra 1, Lua 1]). Many problems arise in going
over to nonlinear equations of a more general form (see Chapter 1).

§4. Wave propagation speed

The speed of a wave is one of its basic characteristics, and there exists a large
number of papers devoted to determining the speed of propagation in various
applied problems and model systems. As an example, we can cite the simplest
model for propagation of a combustion front, to which no less than ten papers
were devoted to determination of its speed (see the supplement to Part III). Here,
in the main, various approximations were applied, both analytical and asymptotic
methods, using a presence in the problem of a small parameter and a priori physical
considerations.

Such attention, directed to the simplest model, is completely understandable:
it is associated with the desire to complete the approximate methods and to
verify physical approaches. On the other hand, it expresses the fact that there
were few methods for determining the speed, which were of a general nature and
mathematically rigorous. Here, of course, we do not have in mind the case of a
scalar equation, where, for example, for a Type B source (see §1), with an unstable
stationary point w+ satisfying the conditions

F (u) > 0 (w+ < u < w−),

F ′(w+) � F ′(u) (w+ � u � w−)

(see [Kolm 1]), it is known that waves exist for all speeds c � c∗, where c∗ =
2(F ′(w+))1/2.

For scalar equations one of the principal approaches for determining the speed is
the minimax method, in which the speed of a wave is represented as a maximum and
minimum of certain functionals. This method is presented below (see Chapter 1);
it is generalizable to the case of monotone systems, introduced in §2.2 (Chapter 5).

A minimax representation of the speed for a scalar equation was first obtained
in [Had 2, Ros 1, 2], where it was used to obtain estimates of the speed. A
successful use of the minimax representation was also made to qualitatively analyze
the behavior of solutions (see Chapter 1). It is of interest to note that for a
scalar equation a minimax representation can be obtained in two ways: through
determination of an eigenvalue of a selfadjoint operator corresponding to a second
order equation, and on the basis of an analysis of the behavior of the trajectories of a
system of first order equations. However, for monotone systems, analogous in many
ways to a scalar equation, neither of these methods has been applied successfully.
This representation was obtained by another method.

The main result on the minimax representation for the speed of a wave for
monotone systems consists in the following: Let c be the speed of a monotone wave
for system (1.1) of Type A (see §1.1). We then have the representation

(4.1) c = min
ρ

max
x,i
Bi(ρ) = max

ρ
min
x,i
Bi(ρ),

where

Bi(ρ) = −
ρ′′i (x) + Fi(ρ)

ρ′i(x)
(i = 1, . . . , n),
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ρ(x) = (ρ1(x), . . . , ρn(x)) is a monotonically decreasing twice continuously differ-
entiable function tending towards w± for x → ±∞. It is easy to see that if we
substitute a wave as the test function ρ, we then obtain Bi ≡ c.

For a system (1.1) of Type B the first of the representations in (4.1) gives the
minimal speed value (assuming, for definiteness, that it is positive), while the second
representation estimates an upper limit to the speeds for which a wave exists. In
particular, if there are no other stationary points in the interval [w+, w−] except
w±, then waves exist for all c � c∗. If we restrict in a specific way the class of
functions ρ(x) (see Chapter 5), then the second representation in (4.1) also yields
a minimal speed value.

It is evident from (4.1) that with an increase in function F the wave speed
increases. This statement may be verified directly for monotone systems. However,
for other types of systems of equations this may not hold as well as the minimax
representation. A problem of some interest concerns the description of a class of
systems for which minimax representations are valid.

A second approach, mentioned above, to obtaining minimax representations,
namely, an analysis of the behavior of trajectories in the phase plane, can also be
generalized to systems of equations. In Chapter 10 this is done for a model system,
arising in combustion theory, which may also be reduced to a system of two first
order equations. This approach is no longer connected with monotonicity of the
system; its availability for systems of much higher order would be most desirable.

The minimax representation makes it possible to obtain two-sided estimates
of the speed, the accuracy for which depends on the choice of a test function. In
Chapter 10 possibilities of the method are illustrated by way of some problems
from combustion theory. In connection with these problems it has been possible
in a number of cases to obtain good estimates when the difference of upper and
lower estimates for typical ranges of variation of the parameter amounts to several
percent. In addition it has been possible to obtain the asymptotics of the speed
with respect to a small parameter pertinent to the problem.

Yet another method for determining the speed of propagation of a wave, namely,
the method of successive approximations, is developed in Chapter 10, also by way
of an example from combustion theory.

§5. Bifurcations of waves

The theory of bifurcations furnishes a very convenient apparatus for studying
the form, existence, and stability of multi-dimensional waves arising as a result of
the loss of stability of a planar wave. Bifurcations of waves studied here are close
to Hopf bifurcations (see, e.g., [Mars 1]); they do, however, have their own specific
character: first, planar waves are not isolated stationary solutions, and, second, the
linearized system has a zero eigenvalue, which, in contrast to other eigenvalues on
the imaginary axis, does not contribute to the birth of new modes.

5.1. Statement of the problem. We consider the system (0.1) on the as-
sumption that the vector-valued function F (u) depends on a real parameter µ,
and, in keeping with this, we write F (u, µ) instead of F (u). We assume, for all
values of the parameter µ considered, that a planar wave wµ exists. We shall
study solutions of system (0.1) of traveling wave type, branching from a planar
wave during passage of the parameter through some value µ0. Speed c of the
wave is also to be determined. We seek a solution of system (0.1) which, in
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a system of coordinates connected with the front of the wave being studied, is
periodic in time. Such periodic waves have already been described in §1, where
it was shown that they include various wave propagation modes encountered in
the applications, in particular, spinning waves, symmetric waves, one-dimensional
waves, auto-oscillations, etc.

It is convenient to select a time scale so that the modes have period 2π. With
this in mind, we make the substitution τ = ωt (we assume that in the initial
coordinates the period of a wave is equal to 2π/ω, where ω is a quantity to be
determined). Having made the indicated substitution and changing over in (0.1)
to coordinates connected with the wave front, we obtain the following system of
equations:

(5.1) ω
∂u

∂τ
= A∆u+ c

∂u

∂x1
+ F (u, µ),

∂u

∂ν

∣∣∣∣
S

= 0.

Thus, we need to clarify the existence of a solution of system (5.1) with a period
2π with respect to the time, and also to study its form and stability for cylinders
Ω of various cross-sections.

5.2. Conditions for the occurrence of bifurcations. We linearize sys-
tem (5.1) on a planar wave w and consider a corresponding stationary eigenvalue
problem

(5.2) A∆v + c
∂v

∂x1
+Bµv = λv,

∂v

∂ν

∣∣∣∣
S

= 0,

where Bµ = F ′(w(x), µ). The bifurcations of interest to us take place when, with
a change in the parameter µ, the eigenvalues of problem (5.2) pass through the
imaginary axis, i.e., for µ = µ0 eigenvalues λ are found on the imaginary axis. We
limit our discussion to the case in which this is an eigenvalue different from zero and,
in addition, there is only one pair of complex conjugate eigenvalues, not excluding
a possible multiplicity, on the imaginary axis. Thus the bifurcations in question are
close to the known Hopf bifurcations, but differ from them by a possible multiplicity
of the eigenvalues and also by the specific character indicated above.

In studying conditions for the emergence of bifurcations, i.e., for a passage of
eigenvalues through the imaginary axis, we pass from system (5.2) to its Fourier
transform, having in mind an expansion in Fourier series of eigenfunctions of the
problem

(5.3) ∆g + sg = 0,
∂g

∂ν

∣∣∣∣
γ

= 0,

considered in the cross-section G of cylinder Ω. Here γ is the boundary of G and ∆
is an (n− 1)-dimensional Laplace operator in the coordinates x2, . . . , xn. Equations
for the coefficients θ(x1) of this expansion have the form

(5.4) Lsµθ ≡ Aθ′′ − sAθ + cθ′ +Bµθ = λθ,

where s runs through the eigenvalues of problem (5.3): s0 = 0, s1, s2, . . . . It is easy
to see that the eigenvalues λ of problem (5.2) coincide with the set of eigenvalues of
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Figure 5.1. A sketch of the stability diagram

problem (5.4) for s= sk (k= 0, 1, 2, . . . ). Moreover, eigenfunctions of problem (5.2),
corresponding to the value λ considered, have the form

(5.5) θ(x1)gk(x′) (k = 1, . . . , l),

where x′ = (x2, . . . , xn), θ(x1) is the eigenfunction of problem (5.4) corresponding
to the eigenvalue λ, l is the multiplicity of the eigenvalue s of problem (5.3), and
g1, . . . , gl are the corresponding eigenfunctions, which we consider orthonormalized.

It is obvious that the eigenvalues λ determined from (5.4) are functions of the
parameters s and µ: λ = λ(s, µ). In the half-plane (s, µ), s > 0, we consider a
set of points Γ such that operator Lsµ has purely imaginary eigenvalues for these s
and µ, and has no eigenvalues in the right half-plane (see Figure 5.1). We assume,
for definiteness, that for (s, µ) lying below the curve Γ, all eigenvalues λ(s, µ) of
operator Lsµ lie in the left half-plane, and for (s, µ), lying above Γ, an eigenvalue is
found in the right half-plane. We assume also that Γ is the graph of a single-valued
function µ = µ(s), having a minimum at some point s > 0. Such a disposition of
curve Γ has been observed in various physical and biological models, in particular,
in combustion (see [Zel 5]).

Let s̃ denote the abscissa of the farthest right point of intersection of curve Γ
with the line µ = µ0. Then for s = s̃ and µ < µ0 all the eigenvalues λ(s̃, µ) of the
operator L

esµ lie in the left half-plane; for µ > µ0 there are eigenvalues λ(s̃, µ) in
the right half-plane and λ(s̃, µ0) is purely imaginary. Let λ(s̃, µ0) = iκ, and let us
assume that this is a simple eigenvalue.

In order to trace how successive bifurcations take place, it is convenient to
introduce into the problem in question yet another parameter (for example, the
radius, in the case of a circular cylinder, or some other characteristic dimension of
the domain in a cross-section of the cylinder). Let us denote this parameter by R.
The eigenvalue s of problem (5.3) will be functions of this parameter, which we
assume to be monotonically decreasing and tending towards zero as R increases.
In the case of a circular cylinder, for example, these functions are of this kind
(see (5.10)). Obviously, for R sufficiently small we have the inequalities sk > s̃
(k = 1, 2, . . . ). We now let R increase. We can then find a value R = R1 for which
s1 = s̃, and, consequently, λ(s1, µ0) = iκ. Here a bifurcation takes place, the nature
of which we describe below. With further increase R takes on the value R = R2,
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for which s2 = s̃, so that λ(s2, µ0) = iκ. The next bifurcation then occurs, and so
forth.

Figure 5.1 depicts the case for R sufficiently small.

5.3. A study of bifurcating waves. In place of µ we introduce the parame-
ter ε, equal to the norm of the deviation of the sought-for solution u from the planar
wave w. We then have the following expansion in powers of the small parameter ε:

(5.6)
u = w + εy1 + ε2y2 + · · · , c = c̃+ ε2c2 + · · · ,
µ = µ0 + ε2µ2 + · · · , ω = ω0 + ε2ω2 + · · · ,

coefficients of which can be determined sequentially. Moreover, it may be shown
that y1 is a solution of the linearized problem and has the form

(5.7) y1 =
l∑
k=1

Re[αkθ(x1)gk(x′) exp(iτ)],

where θ(x1)gk(x′) are the eigenfunctions of problem (5.2) for λ = iκ, µ = µ0, and
αk are complex constants,

(5.8)
l∑
k=1

|αk|2 = 1.

Constants αk are determined from a third step of expansion (5.6) by solving
a system of algebraic equations obtained from conditions for solvability of the
nonhomogeneous linearized system: orthogonality of the right-hand sides to the
solutions of the adjoint problem. Such a determination is necessary only in the
case of multiple eigenvalues (l > 1). For l = 1 we can assume that α1 = 1. We
remark that, in spite of the complexity of the systems of equations obtained for
determining the αk, in all cases in which studies have been made the answer turned
out to be very simple. Thus, for example, for a circular cylinder with l = 2, the αk
have one of the following forms in the generic case:

(5.9)

1) |α1| = 1, α2 = 0,

2) |α2| = 1, α1 = 0,

3) |α1| = |α2| = 2−1/2.

By means of the expansion (5.6) we also prove the existence of bifurcating
waves, where the word “bifurcating” bears a conditional character. Actually, it
follows from (5.6) that µ > µ0 if µ2 > 0, and that µ < µ0 if µ2 < 0. Both cases are
possible. In the first of these the birth of waves actually takes place during passage
of µ through the critical value µ0 (we assume that as µ moves it increases). Such
bifurcations are called supercritical. In the other case the waves in question coexist
with a stable planar wave w and, during passage of µ through a critical value, they
disappear. We call such bifurcations subcritical.

Stability may also be studied by means of expansions with respect to a small
parameter. It turns out that in the case of a simple eigenvalue (l = 1) subcritical
bifurcations are unstable and supercritical bifurcations are stable. In the case of
multiple eigenvalues (l > 1) unstable supercritical bifurcations are also possible.

We illustrate the above with examples from frequently encountered cases: a
circular cylinder; a strip; a cylindrical domain with square cross-section.
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Circular cylinder. In this case the eigenvalues s and eigenfunctions g of
problem (5.3) have the form

(5.10) s = σ2mk/R
2, g = Jm(rσmk/R) exp(±imϕ) (m, k = 0, 1, 2, . . . ).

Here Jm is a Bessel function of order m; σmk are the consecutive zeros of its
derivative; R is the radius of the circle; and r and ϕ are polar coordinates.

When m = 0 the eigenvalues are simple and equation (5.7) takes the form

(5.11) y1 = Re[θ(x1) exp(iτ)]J0(rσ0k/R).

For m > 0 the eigenvalues of problem (5.3) are double. As was remarked above,
the αk in this case are given by equations (5.9). To begin, we consider the first of
these equations. Setting α1 = exp(is1), where s1 is a real parameter, we obtain

(5.12) y1 = Re[θ(x1) exp i(±mϕ+ τ + s1)]Jm(rσmk/R),

where we take the + sign for mϕ. For the second of the equations (5.9) the result
is similar: y1 is given by equation (5.12) with the − sign for mϕ.

In the case of the third of equations (5.9) it is convenient to set αj =2−1/2 exp(isj)
(j = 1, 2), where sj are arbitrary real constants. Introducing new arbitrary
constants ϕ0 and τ0: s1 = kϕ0 + τ0, s2 = −kϕ0 + τ0, we obtain

(5.13) y1 = Re[θ(x1) exp i(τ + τ0)]Jm(rσmk/R) cosm(ϕ+ ϕ0)

(positive constant factors in y1 have been omitted).
Equations (5.11)–(5.13) include all modes of wave propagation present in a

circular cylinder for the bifurcations considered. More precisely, we have indicated
the leading terms in the expansions in powers of the small parameter ε for all these
modes. In this way, we see that the leading terms of the expansion are written out
explicitly with respect to the transverse variables, and we can describe the waves
considered by these leading terms. This is conveniently done by tracing the motion
of an arbitrary characteristic point. As such points we can take the maxima of
a component of vector y1. In combustion this corresponds to what is observed
experimentally: the motion of luminous spots, of which we spoke in §1, namely,
points of maximum temperature. Naturally, higher order terms in expansion (5.6)
can also contribute, but this does not change the character of the mode considered.
This is confirmed by the good agreement of the waves described in this way with
experimental observations.

We shall describe bifurcations in the order in which they arise as the cylinder
radiusR increases, in accordance with the description given in the preceding section.
This order is determined by the sequence of eigenvalues of problem (5.3), taken in
increasing order. By virtue of (5.10) this is determined by the description of the
zeros of the derivatives of the Bessel functions. Figure 5.2 shows graphs of Bessel
functions of orders m = 0, 1, 2, 3 and zeros of their derivatives. For m > 3 positive
zeros of the derivatives are found to the right. It is evident from this figure that
the positive zeros of the derivatives are located in such a sequence,

(5.14) σ11, σ21, σ01, σ31, σ12, . . . .

We consider the equality

(5.15) sj = s̃ (j = 1, 2, . . . ),

where the sj are consecutive positive eigenvalues of problem (5.3), and s̃ is the
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Figure 5.2. A sketch of Bessel functions of orders 0,1,2,3

abscissa of the right-most point of intersection of curve Γ with the line µ = µ0 (see
Figure 5.1). On the basis of (5.10) and (5.15) we have the following expression for
the critical values Rj of radius R, i.e., values of R, in passage through which with
increasing R, bifurcations occur:

(5.16) Rj = σmk(s̃)−1/2.

Here the ordering of the Rj corresponds to the ordering of the zeros of the deriva-
tives of the Bessel functions, so that on the basis of (5.14)

(5.17) R1 = κσ11, R2 = κσ21, R3 = κσ02, R4 = κσ31, R5 = κσ12, . . . ,

where κ = (s̃)−1/2 is a constant if µ0 is fixed, which we assume. Approximate
values of the Rj indicated are as follows (see Figure 5.2):

(5.18) R1 = 1.8κ, R2 = 3.1κ, R3 = 3.8κ, R4 = 4.2κ, R5 = 5.3κ.

We begin with bifurcations which occur when R passes through the value R1.
By virtue of (5.17) this corresponds to the first zero σ11 of the derivative of the first
Bessel function J1. The expression for the leading term y1 in expansion (5.6) for
solution u in powers of a small parameter is given by equations (5.12) and (5.13)
for m = 1, k = 1. This means that three modes arise. The first two are described
by equation (5.12) with the + and − signs taken into account; the third mode is
described by equation (5.13).

We begin with the mode defined by equation (5.12) for m = 1, k = 1 and with
the + sign in the exponent. As already noted, we are considering a cylinder of
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radius R1. Dependence of function y1 on R is specified by the factor J(rσ11/R1),
which increases with r and achieves a maximum for r = R1, i.e., on the surface
of the cylinder (see Figure 5.2). We now find the maximum of the first factor in
equation (5.12). For definiteness, we consider the first component y11 of the vector-
valued function y1, and let θ1(x1) be the first component of the vector-valued
function θ(x1). Then

(5.19) y11 = |θ1(x1)| cos[ψ(x1) + ϕ+ τ + s1]J1(rσ11/R1),

where ψ(x1) is the argument of function θ(x1). Let x1 be a point in which function
|θ1(x1)| attains a maximum. Then, obviously, a maximum of function y11 is attained
for

x1 = x1, r = R1, ϕ = −s1 − ψ(x1)− τ.

Consequently, the maximum of y11 moves uniformly with respect to time along
a circle on the surface of cylinder Ω in a plane orthogonal to the axis of the cylinder.
A similar conclusion can be made also for the remaining elements of the vector-
valued function y1.

Recall now that we are considering system (5.1), written in coordinates con-
nected with a wavefront, i.e., in coordinates in which the front of the wave is fixed.
In the initial coordinates the wave moves along the axis of the cylinder with constant
speed c. Thus, maxima of the elements of the vector-valued function y1 move along
the surface of cylinder Ω with constant angular rate with respect to angle ϕ and
along the axis x1 of the cylinder, i.e., along a spiral on the cylinder surface. We
have already described such modes of wave propagation in §1, where we called them
spinning modes. The characteristic form of such waves is shown in Figure 1.10.

We turn our attention to the fact that equation (5.12) includes two modes in
accordance with the ± signs in the exponent. The mode just described corresponds
to the + sign. It is clear that the mode corresponding to the minus sign is also a
spinning mode with opposite direction of revolution around the cylinder axis.

Remark. We obtained spinning waves using only the first term y1 of expan-
sion (5.6). The question arises as to how the following terms of the expansion
manifest themselves. We can show that a mode turns out to be a spinning mode,
i.e., motion of maxima occurs along a spiral on the cylinder surface, even if all the
terms of the expansion are taken into account simultaneously.

It remains now to analyze the third of the modes that arise; the leading term
of this mode is given by equation (5.13) with m = k = 1. As was the case above,
we observe that the maxima of elements of the vector-valued function y1 are found
on the surface of the cylinder. In order to trace the motion of these maxima
we consider, as before, for definiteness, the first component of the vector-valued
function y1, and we obtain

(5.20) y11 = |θ1(x1)| cos[ψ(x1) + τ + τ0] cos(ϕ+ ϕ0)J1(rσ11/R1).

It is evident from this equation that a maximum stays fixed in the course of a
half-period on the cylinder surface, then instantly jumps over onto the opposite
side of the cylinder surface, stays there in the course of a half-period, and so forth.
Such behavior of a maximum is the result of considering only the leading term of
expansion (5.6). It is easy to see that one cannot always describe the behavior of
the maxima by only the leading term. Indeed, the leading term y1 vanishes at the
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ends of the half-periods considered; this follows from the expression (5.20). Close
to these values of the time, when y1 is of order ε, the first term of expansion (5.6) is
comparable with the second; therefore, we must take into account their sum, which,
generally speaking, smooths out any discontinuity in the position of the maxima.
If we take into account motion with constant speed along the x1-axis, we find that
motion of the maxima has the form shown in Figure 1.12. Thus the third of the
modes considered turns out to be a symmetric mode, as pointed out in §1.

Thus, we have considered the first bifurcation, which occurs when R passes
through the value R1. The second bifurcation for R = R2 also has a completely
analogous character. Indeed, by virtue of (5.14) we are concerned with the first
zero of the derivative of a Bessel function of the second order, i.e., the leading term
of the expansion in (5.6) has the form (5.12) and (5.13) for R=R2, m= 2, k = 1. It
is easy to see that in this case the maxima of the components of the vector-valued
function y1 lie on the cylinder surface. The difference from the previous case is
that two maxima appear on the surface at once, i.e., our concern is with two-spot
spinning and symmetric modes. These have also been observed experimentally and
were pointed out in §1 (see Figures 1.11 and 1.14).

The third bifurcation (for R = R3) is of a completely different character. By
virtue of (5.14), here we must consider a second zero of the derivative of a Bessel
function of order zero, so that y1 is given by equation (5.11) with R = R3, k = 2.
The function J0(rσ02/R3) has a maximum on the interval [0, R3] at the point r = 0
and a minimum at the point r = R3 (see Figure 5.2). If now we follow the maxima
of elements of the vector-valued function y1, it is then easy to see that in the course
of a half-period they are found at the point r = 0, then instantly jump over to
the point r = R3, stay there in the course of a half-period, etc. Since y1 does not
depend on ϕ, then, in the course of the second of the indicated half-periods points
of the maxima fill-out a complete circle on the cylinder surface. Here we have the
same situation as in the symmetric mode, when, close to the ends of the indicated
half-periods, account must be taken of the contribution of the higher order terms of
the expansion (5.6). Taking into account motion along the x1-axis, we obtain the
mode described in §1.2.5 and observed experimentally in combustion (Figure 1.15).

The fourth bifurcation, according to (5.14), is connected with the first zero
of the derivative of a Bessel function of the third order and leads to three-spot
spinning and symmetric modes. The next bifurcation is connected with the second
zero of the derivative of a Bessel function of the first order and leads to one-spot
spinning and symmetric modes, but, in contrast to the first bifurcation, the spots
are not located on the cylinder surface.

All further bifurcations are described in the same way, and we arrive at the
following result. All the bifurcations connected with positive eigenvalues s of
problem (5.3) are described by the leading term of the expansion (5.11), (5.13)
and lead to three modes: spinning and symmetric modes (for m > 0) and a radial
mode (for m = 0). Spinning and symmetric modes coexist and have m hot spots.
Here m is the order of the Bessel function.

We shall not present results relating to stability here, but refer the reader to
Chapter 6. We merely note that if a spinning mode is stable, then the symmetric
mode is unstable and, conversely, if the symmetric mode is stable, then the spin-
ning mode is unstable. This explains the fact that, in experiments dealing with
combustion, if a spinning mode is observed, no symmetric mode is observed.

The results presented here show how well waves observed experimentally can
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Figure 5.3. One-spot mode of wave propagation in a strip

be described with the aid of the theory of bifurcations. It should be noted, however,
that only waves close to a planar wave can be studied with the aid of this theory.
A study of well-developed modes at a distance from a planar wave already requires
computer calculations. It is, nevertheless, a remarkable fact that both calculations
and physical experiment show that developed modes have the very same character
as nascent modes, i.e., during the birth of modes their fundamental characteristic
features are already manifest. These modes persist up to secondary bifurcations.
Computer calculations of developed modes for similar problems were carried out
in [Bay 5, Ivl 1, 2, Sch 1, 2, Vol 46]. One of the results is the following: a
spinning mode appearing during the first bifurcation (R = R1) is maintained up to
the second bifurcation (R=R2), and then two stable modes are present, a one-spot
spinning and a two-spot spinning mode.

Strip. In two-dimensional space, the cylinder Ω converts to a strip: −∞< x1 <
∞, 0 � x2 � R, and problem (5.3) has the form

(5.21)
d2g

dx22
+ sg = 0,

dg

dx2

∣∣∣∣
x2=0,x2=R

= 0.

The eigenvalues s are simple, and the first term of expansion (5.6), in accordance
with equation (5.7), has the form

y1 = Re[θ(x1) exp(iτ)] cos(kπx2/R),

where, assuming that s > 0, k takes on the values 1, 2, . . . . Upon studying, as
we did above, the maxima of components of this vector-valued function, we obtain
wave propagation modes which, by analogy with combustion, can be called one-
spot modes, two-spot modes, etc. The character of the motion of the spots (of the
maxima) is shown in Figures 5.3 and 1.9. Figure 5.3 shows a one-spot mode in the
form in which it is obtained using the first term y1 of expansion (5.6); Figure 1.9
shows a two-spot mode with the contribution of succeeding terms of the expansion
taken into account.

Cylindrical domain with square cross-section (−∞ < x1 <∞, 0 � x2, x3 � R).
Eigenvalues s of problem (5.3) can have different multiplicity. The first term y1 of
expansion (5.6) has, in accordance with equation (5.7), the form

y1 = Re[θ(x1) exp(iτ) cos(kπx2/R) cos(lπx3/R)],

where k and l are nonnegative integers. Without stopping to give a full description
of the possible modes, we cite some examples. When k = l = 1, the mode that
appears represents (Figure 1.16) the simultaneous motion of two hot spots along
opposite edges of the cylinder, with their subsequent transition to two other edges
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of the cylinder, etc. For k = l = 2 the mode obtained is shown in Figure 1.17 and
is a mode observed in combustion. A study has shown, in the case of eigenvalues
s of problem (5.3) of multiplicity two, that a simultaneous bifurcation of modes
of two types is possible (analogous to the appearance of spinning and symmetric
modes in a circular cylinder), and, under certain conditions, modes of three types.
In the case of multiple eigenvalues (as is well known, problem (5.3) in a square has
eigenvalues of arbitrary large multiplicity) the problem of explaining the number of
modes emerging and their form reduces to the solution of some algebraic equations.

Nonlinear stability analysis of specific combustion models is discussed in the
supplement to Part III. We note finally that some problems of bifurcations of waves
are studied in [Bar 1, 2, Gils 1, Kop 4, Nis 2].

§6. Traveling waves in physics, chemistry, and biology

Studies of wave solutions of parabolic equations evolved, to a significant degree,
under the influence of problems of physics, chemistry, and biology. A major
role here was played by Kolmogorov, Petrovskĭı, and Piskunov [Kolm 1] and by
Fisher [Fis 1] on the propagation of dominant genes; by Zel′dovich and Frank-
Kamenetskĭı [Zel 2, 5, Fran 1] on combustion theory; and by Semenov on cold
flames [Vor 1, Sem 1].

Many physical, chemical, and biological phenomena which were observed ex-
perimentally and can be modeled by traveling wave solutions of parabolic systems
are discussed in [Vas 2]. There are also many other works devoted to a description
and investigation of this kind of models (see [Aut 1, Baren 1, Buc 7, Dik 1,
Dyn 1, Fife 1, 2, Gray 2, Grin 3, Gus 1, Had 1, Iva 1, Korob 1, Kuz 1,
Lan 1, Luk 1, 2, Mas 1, Mur 1, Non 1, 2, Nov 2, Pro 1, Rab 1, Rom 1, 2,
Sco 1, 2, Sem 2–5, Svi 1, 2, Vol 47, Zel 5–11, Zha 1, Zve 1]).

Most of the mathematical works are devoted to traveling waves described
by the equations of chemical kinetics (some biological models lead to the same
mathematical models), combustion, and propagation of nerve impulse.

It was mentioned above that propagation of nerve impulse can be described by
the Hodgkin-Huxley equations or by simpler Fitz-Hugh-Nagumo equations. The
latter have form

∂u1
∂t

=
∂2u1
∂x2

+ F (u1)− u2,

∂u2
∂t

= bu1,

where b is a constant, F is a given function.
There are many works devoted to the problem of existence of impulses, systems

of impulses, periodic waves, and to the problem of their stability and to other
problems (see [Bel 2, Car 1–3, Cas 1, Eva 1–6, Fer 1, 2, Has 1–3, Kla 3,
Liu 1, 2, McK 2, Rau 1, Rin 1–3, Schon, Tal 1, Troy 1, Yan 1, 2] and the
references presented in §3 and in §5 of Chapter 3).

We discuss now in more detail the models of chemical kinetics and combustion.
Part III of the book is devoted to the investigation of these models.

We consider a chemical reaction in which substances taking part (and being
generated) are denoted by Ã1, . . . , Ãm and which is described by n elementary
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reactions (stages)

(6.1)
m∑
j=1

αijÃj −→
m∑
j=1

βijÃj (i = 1, . . . , n),

the nonnegative integers αij (or βij), which indicate how many molecules of reagent
Ãj take part (or are formed) in the reaction, are called stoichiometric coefficients.

The rate of the ith reaction, i.e., the rate of transformation of the initial
substances into the reaction products, can be written in the form

(6.2) Φi = Aαi1
1 × · · · ×Aαim

m ki(T ),

where T is the temperature, ki(T ) are the thermal coefficients of the reaction rate,
and the Ai are the concentrations of substances Ãi. Expression (6.2) is written
under the assumption that the law of mass action is satisfied (see, e.g., [Den 1]).

If we assume that the concentrations of all the substances are distributed in
space uniformly, then their change with time may be described by the kinetic
(nondistributed) system of equations

(6.3)
dA

dt
= ΓΦ,

where A = (A1, . . . , Am), Φ = (Φ1, . . . ,Φn), γij = βij − αij , and

Γ =

 γ11 · · · γn1
· · · · · · · · ·
γ1m · · · γnm

 .
But if the concentrations are distributed nonuniformly in space, and the chemi-
cal reaction is accompanied by diffusion of components, then the distribution of
concentrations in time and space is described by the parabolic system of equations

(6.4)
∂A

∂t
= d∆A+ ΓΦ,

where d is the coefficient of diffusion, which here, for simplicity, we assume to be
the same for all substances and constant; ∆ is the Laplace operator.

A chemical reaction may be accompanied by liberation or absorption of heat.
In this case system (6.4) must be supplemented by the heat conduction equation

(6.5)
∂T

∂t
= κ∆T +

n∑
i=1

qiΦi,

where qi is the adiabatic heating due to the ith reaction, and κ is the thermal
diffusivity coefficient. These quantities are assumed to be constants.

We have presented here a thermal diffusion model of combustion in which no
account is taken of the influence of hydrodynamic factors on the propagation of a
wave of combustion. Without going into detail on the question of its applicability,
we point out that in a number of cases the influence of hydrodynamics can be
neglected [Zel 5].

We now present some of the simplest and most frequently encountered special
cases of system (6.4), (6.5), limiting ourselves here to the case of one spatial variable
(for bibliographical commentaries see the supplement to Part III).
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A single-stage reaction of the nth order

nA −→ B,

accompanied by heat liberation, may be described by the system of equations

(6.6)

∂T

∂t
= κ

∂2T

∂x2
+ qk(T )An,

∂A

∂t
= d

∂2A

∂x2
− k(T )An.

In moving coordinates connected with a wave the stationary system has the form

(6.7)
dA′′ − cA′ − k(T )An = 0,

κT ′′ − cT ′ + qk(T )An = 0,

where c is the wave speed. Conditions at infinity are given by

T (−∞) = T0, A(−∞) = 1,

T (+∞) = Tb, A(+∞) = 0.

Here T0 is the initial temperature of the mixture and Tb is the burning temperature,
which is obtained from a first integral of the problem; Tb = T0 + q.

This model is, apparently, the most widely used in the theory of waves of
combustion and is a model on which studies of many features of combustion
processes have been made. Above all, we note that the function k(T ) is strongly
nonlinear and increases rapidly with an increase in temperature. As a rule the
Arrhenius temperature dependence of the reaction rate,

k(T ) = k0 exp(−E/RT ),

is considered. Here E is the activation energy of the chemical reaction, R is the
universal gas constant, and k0 is a pre-exponential factor. For large values of
activation energy, which are characteristic of combustion processes, the chemical
reaction rate for low temperatures close to T0 is many orders less than the reaction
rate for high temperatures close to Tb. We can therefore set k(T ) ≡ 0 for T � T∗,
where T∗ : T0 < T∗ < Tb, the so-called cutting-off temperature of the source. This
guarantees equality to zero of the reaction rate for x = −∞, and, consequently,
fulfillment of the necessary condition for existence of a wave solution. The approach
indicated expresses the fact that a stationary combustion wave is an intermediate
asymptotic behavior [Baren 4, 5] of a nonstationary wave, i.e., it exists up to those
times of a process when the initial conditions are already forgotten and the reaction
in the cold mixture is still negligibly small. The approach associated with cutting-
off the source requires some justification showing that all the characteristics of a
combustion wave depend weakly on a cutting-off temperature selected over a wide
range. These questions are discussed in Chapter 10 on the basis of the minimax
representation of the speed described above.

A strong dependence of the reaction rate on the temperature means that the
chemical reaction occurs mainly in a narrow temperature interval for temperatures
close to the combustion temperature, since for lower temperatures the combustion
rate is relatively small. This makes it possible to apply an approximate approach,
in which it is assumed that the reaction occurs only at a certain point, at which
solutions of linear equations (6.7) (without a source) obtained to the left and
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to the right of the reaction zone must be matched, according to specific rules.
This approach allows approximate determination of the speed of a combustion
wave [Zel 1, 2] and of the stability boundary of a stationary wave with respect to
small perturbations [Baren 3]. Results obtained by the method described above
have been compared many times with the results of numerical calculations and
asymptotic approaches and, as a rule, they turn out to be fairly precise (see the
supplement to Part III).

The nature of the loss of stability of a combustion wave depends on the Lewis
number Le = κ/d. If Le > 1, then the loss of stability with a change in the
parameters of a system occurs in an oscillatory manner: for an operator linearized
on a wave a pair of complex conjugate eigenvalues passes from the left half-plane
of the complex plane into the right half-plane across the imaginary axis. In this
case a Hopf bifurcation occurs (see §5) and, instead of the propagation of a planar
combustion wave with constant speed, there may be established either an auto-
oscillation (in the one-dimensional case) or spinning modes or other spatial modes
(in the multi-dimensional case) described in §1.

If Le< 1, an eigenvalue of the linearized operator passes into the right half-plane
through zero, and, in the multi-dimensional case, a stationary mode is established
with a curved reaction front. When we further move into the domain of instability,
the indicated modes can, in turn, lose their stability, new modes then appear, and
so forth, up to the appearance of chaotic regimes.

For a fixed value of the Lewis number the stability of a wave is determined
by the value of the dimensionless parameter Z = qE/(2RT 2

b ): for Z < Zcr(Le)
the stationary wave is stable; for Z > Zcr(Le) it is unstable. The closer the Lewis
number approaches 1, the wider becomes the domain of stability: Zcr(Le)→∞ as
Le→ 1.

When Le = 1, values of the temperature and concentration in a stationary
combustion wave are related linearly; this allows us to reduce problem (6.6) to a
scalar equation. Stability of a wave in this case was first proved in [Baren 2], and
the approach to a wave in this case was discussed in [Kan 3] and [Kolm 1]. In the
sequel these questions are discussed in a whole series of papers (see Part I).

Existence of waves for system (6.6) was established in [Kan 4]. It was shown
there that for d < κ the wave is unique. In [Bac 1] for d > κ it was shown, for
a specially selected model (somewhat different from (6.6)), that the wave can be
nonunique.

The next step, using a more complicated model of combustion, is the consid-
eration, after (6.6), of the simplest problems of stage combustion. The problems
most investigated are waves of combustion in which we have:

successive reactions A −→ B, B −→ C;

independent reactions A −→ B, C −→ D;

competing reactions A −→ B, A −→ C.

Other model schemes have also been considered. Various combustion modes have
been studied, including their stability; it was shown, in particular, that in the case
of competing reactions the combustion wave can be nonunique (see the supplement
to Part III).

In Chapter 9 combustion waves are studied for a sufficiently general kinetics of
a chemical reaction. The existence of waves is proved under specific assumptions on
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the reaction scheme (6.1). In a number of cases the system of equations (6.4), (6.5)
is reduced to a monotone system, making it possible to prove stability of waves and
to obtain a minimax representation of the speed.

In the study of combustion waves it may be assumed, as has already been
stated, that the reaction rate at low temperatures is very small, lacking which a
combustion wave cannot exist. A somewhat different situation occurs for chain
flames, a study of which was initiated by Semenov [Vor 1, Sem 1]. The simplest
model in which a cold (chain) flame can be realized has the form

(6.8)

d1A
′′ − cA′ − kABn = 0,

d2B
′′ − cB′ + kABn = 0,

x→ −∞ : A = 1, B = 0,
x→ +∞ : A = 0, B = 1.

This system of equations describes the propagation of a wave of a chemical trans-
formation for an auto-catalytic reaction

Ã+ nB̃ −→ (n+ 1)B̃.

If d1 = d2, then the concentrations are connected by means of the relation A+B =1
and the system of equations (6.8) may be reduced to a single equation for which
questions of existence, stability, and the determination of wave speed have been well
studied (see Chapter 1). We note that for n = 1 this equation becomes the KPP
equation. This abbreviation is often used to denote the work [Kolm 1] and the
type of nonlinearity considered there. The case d1 �= d2 was considered in [Bil 1–3].

There are papers in which other models of chain flames are discussed. A series
of models of such processes is examined in Chapter 8. This also discusses one of the
models of the Belousov-Zhabotinsky reaction, which has been the subject of many
papers.

Mathematical models close to those considered, to which methods developed
in this book can be applied, also arise in heterogeneous catalysis (see Chapter 8)
in the study of combustion processes in a stream [Kha 9, Mer 9, Vol 17, Zai 1]
and also in several other areas of chemical kinetics and combustion [Ald 15, 17,
Bow 1, Ter 6]. We remark also that a number of models in biology and ecology
may be described by systems of equations of chemical kinetics type.



Part I

Stationary Waves



CHAPTER 1

Scalar Equation

§1. Introduction

In this chapter we consider waves described by the scalar parabolic equation

(1.1)
∂u

∂t
=
∂2u

∂x2
+ F (u).

Function u(x, t) is defined for −∞ < x < +∞, t � 0; the initial condition

(1.2) u(x, 0) = f(x)

is assumed to be bounded and piecewise-continuous with a finite number of points
of discontinuity; F (u) is a continuously differentiable function.

As already indicated, by a solution of traveling wave type (or, for simplicity, a
wave) we mean a solution of equation (1.1) of the form

u(x, t) = w(x − ct),

where c is a constant called the speed of the wave. We assume that w(x) is bounded
on the whole axis and twice continuously differentiable. Obviously, function w(x)
satisfies the equation

(1.3) w′′ + cw′ + F (w) = 0,

or the system of two first order equations

(1.4) w′ = p, p′ = −cp− F (w).

Along with the function w(x), the function w(x + h) is also a solution of
equation (1.3) for arbitrary h, −∞ < h < +∞. Therefore, each wave generates
a one-parameter family of solutions of equation (1.3), which are obtained from
one another by a translation in x. Later on, whenever necessary, we impose an
additional condition, allowing us to single-out one of the solutions of this family.

Waves described by a scalar equation can be monotone in x, periodic in x, and
nonmonotone, but having the limits

(1.5) lim
x→±∞

w(x) = w±.

In those cases where we need to indicate values of limits of function w(x) as x→±∞,
we call such waves [w+, w−]-waves (w+ < w−). In the main, here, we consider

39
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monotone waves, since they, in contrast to nonmonotone waves, are stable (see §5).
In §3 we shall show that if the limits (1.5) exist and the inequality

w+ � w(x) � w−, −∞ < x < +∞,

holds, the wave is then monotone, the derivatives w′(x) and w′′(x) tend to zero as
x→ ±∞, and the values w = w± are zeros of function F (w),

(1.6) F (w+) = F (w−) = 0

(equation (1.6) follows from (1.5) even for nonmonotone waves). Therefore, for the
existence of monotone waves it is obviously necessary that there exist at least two
zeros of function F (w). (Formally, the function w(x) ≡ w± is also a wave; however,
such degenerate waves are not considered here.)

The properties of function F (w) determine the existence of waves, their number,
and their stability. Therefore, in what follows, our study of waves is made taking
into account the type of the nonlinear source. We recall here the classification of
sources given in the Introduction. A function F (w), given on the interval [a, b]
(a < b) and vanishing at its endpoints (F (a) = F (b) = 0), is a source of Type A on
this interval if points a and b are stable stationary points of the equation

(1.7)
du

dt
= F (u),

with respect to this interval; it is a source of Type B if one of the stationary points
is stable (see Figure 1.1a) and the other unstable; finally, it is a Type C source if
both points are unstable.

Other names appearing in the literature will be also used for these types of
sources. A source of Type A corresponds to the bistable case, Type B to the
monostable case, and Type C to the unstable case.

It is obvious that point a is stable (with respect to interval [a, b]) if function
F (w) is negative in some right half-neighborhood of this point or vanishes on some
sequence {wn}, wn > a, converging to a as n→∞. In the first instance we use the
notation F (w) ∈ r−(a); in the second instance we use the notation F (w) ∈ r0(a).
If function F (w) is positive in some right half-neighborhood of point a, then this
stationary point is unstable and, in this case, we use the notation F (w) ∈ r+(a).
We shall use the notation l−(b), l0(b), and l+(b) to indicate the behavior of function
F (w) in a left-neighborhood of point b.

To the solution w(x) of equation (1.3), having the limits (1.5) at infinity, there
corresponds a trajectory (w(x), p(x)) of the system of equations (1.4), joining the
singular points (w−, 0) and (w+, 0) of this system. It is clear that existence and
properties of such trajectories can depend on the type of singular points. It is
readily seen that the eigenvalues of the system, linearized in a neighborhood of a
singular point, are calculated as the roots of a quadratic equation,

λ1,2 = −c/2± (c2/4− α)1/2,

where α is the value of the derivative of function F (w) at the corresponding point;
for example, α = F ′(w+) for the singular point (w+, 0). Therefore, for α < 0 the
singular point is a saddle point; for α > 0 and c2/4 � α it is a node. Moreover,
in case c > 0, the node is stable; for c < 0, it is unstable. We note, in the case
c2/4 = α, that the eigenvalues take on identical values and that, in some cases, this
proves to be important. In case c2/4 < α, the eigenvalues are complex, and the
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F

w+ w−
w

Figure 1.1a. A Type A source (bistable)

singular point is a focus (c �= 0); there can therefore be no monotone waves tending
towards this singular point.

In the case α= 0, the type of singular point, as is well known, is not completely
determined by the eigenvalues. If F ∈ r−(w+) ∩ l+(w+), then we have a saddle
point; if F ∈ r+(w+) ∩ l−(w+) and c �= 0, we have a node. In other cases, we can
have complex singular points of saddle-node type, etc.

Analysis of the behavior of trajectories in a two-dimensional phase space is
sufficiently simple (at least in comparison with multi-dimensional space) and this
makes it possible to prove the existence of waves described by a scalar equation in
precisely this way. We emphasize that in equation (1.3), as well as in the system
of equations (1.4), the quantity c is not given. Thus when the question concerns
existence of a wave, our concern is to determine a value of c for which a solution
exists with the specified properties. The simplest forms of sources of various types
are shown in Figures 1.2–1.6 of the Introduction. We show, in the figures cited
below, the behavior of trajectories in the phase plane for various values of the
speed c.

We turn our attention to a simple property of the trajectories of the system of
equations (1.4) which become obvious upon reducing this system to the equation

dp

dw
= −c−

(
F (w)
p

)
.

If we consider an arbitrary trajectory of this system for some c= c0 in the half-plane
p < 0, for definiteness, then, for c > c0 the trajectories intersect it “from below
upwards”, and for c < c0 “from above downwards” (see Figures 1.1b–d). Therefore,
as c increases, the trajectory which leaves the stable singular point (w−, 0) and
moves into the half-plane p < 0 “rises”, while the trajectory which comes into the
singular point (w+, 0) “drops”. This makes it possible to prove easily the existence
of a wave and its uniqueness (i.e., uniqueness of the value of the speed for which the
wave exists, and uniqueness of a wave for a given c) for sufficiently simple Type A
sources. For more complex sources proof of the existence of waves is correspondingly
more involved. Moreover, a wave, taking given values at infinity, may, generally
speaking, even not exist. For example, for Type A sources with one intermediate
stable (relative to equation (1.7)) point, a (w+, w−)-wave exists if c2 > c1, and does
not exist of c2 � c1 (Figure 1.2).
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p

w+ w−
w

Figure 1.1b. Trajectories of sytem (1.4): c = 0

p

w+

w−

w

Figure 1.1c. Trajectories of sytem (1.4): c = c0, c0 is the wave speed
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w+ w−

w

c

c

c0

Figure 1.1d. Trajectories of sytem (1.4): c > c0
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w

Figure 1.2a. A Type A source with one stable intermediate sta-
tionary point

p

w+

w−

w

c1
c2

c3

c4

c5

c0

Figure 1.2b. Trajectories of system (1.4): c2 > c1, c2 > c3 > c4 >
c5 > c0 > c1, c0 is the wave speed

For Type B sources (monostable case) waves exist, no longer for a unique value
of the speed, but for a half-interval or a half-axis of speeds. For example, for
the source shown in Figure 1.3, (w+, w−)-waves exist for all c � c0, where c0 is
the minimal speed (c0 � 2(F ′(w+))1/2). This is also readily established from an
analysis of the disposition of trajectories in the phase plane. The material supplied
here is intuitive. A precise formulation of results and their proofs is given in the
following sections.

In conclusion, we turn our attention to the content of this chapter. In §2
we introduce functionals, which are used later to prove existence of waves and
systems of waves (§3). In §4 we supply certain properties of solutions of parabolic



44 1. SCALAR EQUATION
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Figure 1.3a. A Type B source (monostable case)
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Figure 1.3b. Trajectories of system (1.4): c < c0

Figure 1.3c. Trajectories of system (1.4): c = c0
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p

w+ w−

w

Figure 1.3d. Trajectories of system (1.4): c > c0, c0 is the
minimal wave speed

equations; in §5 we examine conditions for the approach of solutions of Cauchy
problem (1.1), (1.2) to a wave and system of waves. We remark that no study is
made in this chapter of the stability of waves to small perturbations. These topics
will be taken up in Chapters 4, 5 in connection with systems of equations and all
the results given there will also be valid for a single equation.

§2. Functionals ω∗ and ω∗

2.1. Definition of functionals. Let Cα be a set of absolutely continuous
functions ρ(u), given on the interval [a, b] and satisfying the conditions

(2.1) ρ(a) = 0, ρ(u) > 0 for u ∈ (a, b].

For ρ ∈ Cα we set

(2.2) ψ∗(ρ) = sup
(
ρ′(u) +

F (u)
ρ(u)

)
,

where sup is taken over all those u ∈ (a, b) for which derivative ρ′(u) exists. We set

(2.3) ω∗ = inf ψ∗(ρ),

where inf is taken over all ρ ∈ Cα. ω∗ is a functional of F , which we shall denote
by ω∗[F ], if we need to indicate dependence on F .

In a similar way we define ω∗. Let Cb be a set of absolutely continuous functions,
given on the interval [a, b] and satisfying the conditions

(2.4) ρ(b) = 0, ρ(u) > 0 for u ∈ [a, b).

Let us set

(2.5) ψ∗(ρ) = inf
(
ρ′(u) +

F (u)
ρ(u)

)
,

where inf is taken over all those u ∈ (a, b) for which derivative ρ′(u) exists. We set

(2.6) ω∗ = supψ∗(ρ),
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where sup is taken over all ρ ∈ Cb.

2.2. Connection with solutions of the equation p′ + F/p + c = 0.
Consider the equation

(2.7) p′(u) +
F (u)
p(u)

+ c = 0.

As usual, we denote by C[a, b] and C1(a, b) the sets of functions continuous on [a, b]
and having continuous derivatives on (a, b), respectively.

Theorem 2.1. In order for there to exist a solution p(u) of equation (2.7) on
the interval (a, b), satisfying the conditions

(2.8)
p ∈ C1(a, b) ∩ C[a, b], p(a) = 0,

p(u) < 0 for u ∈ (a, b],

it is necessary that the inequality

(2.9) c � ω∗

be satisfied and sufficient that the inequality

(2.10) c > ω∗

be satisfied.

Proof. Assume that a solution p of problem (2.7), (2.8) exists. Then

ρ = −p ∈ Cα.

From (2.7) we have c = ψ∗(ρ), from whence (2.9) follows. Next, assume that
inequality (2.10) is satisfied. Then there exists a function ρ ∈ Cα such that

ψ∗(ρ) < c.

Consider now a solution pν(u) of equation (2.7) with initial condition pν(α) = −ν,
where ν is a sufficiently small positive number. We show that

(2.11) pν(u) < p(u) for u ∈ [a, b],

where p(u) = −ρ(u). Assume the contrary to be true. Then there exists a number
u0 ∈ (a, b] such that

(2.12) pν(u0) = p(u0), pν(u) < p(u) for u ∈ [a, u0).

We now select ε satisfying the inequalities

(2.13) 0 < ε < c− ψ∗(ρ),

and a number u1 ∈ (a, u0), such that

(2.14)
1

u0 − u1

∫ u0

u1

[F (u)
p(u)

− F (u)
pν(u)

]
du < ε.

Since pν(u) is a solution of equation (2.7), then

(2.15) pν(u0)− pν(u1) +
∫ u0

u1

F (u)
pν(u)

du = −c(u0 − u1).



§2. FUNCTIONALS ω∗ AND ω∗ 47

From (2.2) we have

−p′(u)− (F (u)/p(u)) � ψ∗(ρ)

almost everywhere on (a, b), from whence we have

p(u0)− p(u1) +
∫ u0

u1

(F (u)/p(u)) du � −ψ∗(ρ)(u0 − u1).

Subtracting (2.15) from this inequality and taking (2.13) and (2.14) into ac-
count, we obtain pν(u1)>p(u1), which contradicts (2.12). Thus we have established
inequality (2.11).

We now pass to the limit as ν → 0. We obtain the solution p0(u) of equa-
tion (2.7), satisfying conditions p0(a) = 0, p0(u) � p(u) for u ∈ [a, b]. Therefore
p0(u) satisfies conditions (2.8). This completes the proof of the theorem.

Theorem 2.2. In order that there exist a solution p(u) of equation (2.7) on
the interval (a, b), satisfying the conditions

(2.16) p ∈ C1(a, b) ∩ C[a, b], p(b) = 0, p(u) < 0 for u ∈ [a, b),

it is necessary that the inequality

(2.17) c � ω∗

be satisfied and sufficient that the inequality

c < ω∗

be satisfied.

The proof of this theorem is similar to the proof of Theorem 2.1.

Corollary. Problem (2.7), (2.8) (problem (2.7), (2.16)) is solvable for at least
one c if and only if ω∗ < ∞ (ω∗ > −∞). Upon satisfaction of this condition,
ω∗ = inf c (ω∗ = sup c), where inf (sup) is taken over the set of all c for which this
problem is solvable.

The proof is obvious.

2.3. Estimates of functionals. Here we present simplest estimates of the
functionals ω∗ and ω∗, which we shall need later on. We first prove the inequality

(2.18) ω∗ � ω∗.

Assume the contrary to be true. Then there exists a number c such that

ω∗ < c < ω∗.

On the basis of Theorems 2.1 and 2.2 there exist solutions of problems (2.7), (2.8)
and (2.7), (2.16). These solutions obviously take on equal values for some u ∈ (a, b),
which contradicts uniqueness of a solution of the Cauchy problem for equation (2.7).
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We introduce the notation

(2.19) γ∗ = sup
u∈(a,b)

F (u)
u− a , γ∗ = inf

u∈(a,b)

F (u)
b − u.

Theorem 2.3. We have the following relations :

ω∗ = ω∗ = −∞ if γ∗ < 0,(2.20)

ω∗ = ω∗ =∞ if γ∗ > 0,(2.21)

−2| − γ∗|1/2 � ω∗ � ω∗ � 2|γ∗|1/2 if γ∗ � 0, γ∗ � 0.(2.22)

Proof. All the inequalities may be proved in the same way, using the function
ρ = k(u − a) (k > 0) for estimates of the functional ω∗, and using the function
ρ = k(b − u) (k > 0) for estimates of the functional ω∗. We give, for example, the
proof of the right-hand inequality in (2.22). For ρ = k(u− a) the functional ψ∗(ρ)
(see (2.2)) takes the form

ψ∗(ρ) = k + (γ∗/k).

For γ∗ � 0, taking inf over k, we obtain 2(γ∗)1/2. The last inequality in (2.22)
follows from this.

Theorem 2.4. Let F (u) ∈ C1[a, b]. Then

(2.23) ω∗ = ω∗ =∞,

if F (b) = 0, F (u) > 0 for u ∈ [a, b), and

(2.24) ω∗ = ω∗ = −∞

if F (a) = 0, F (u) < 0 for u ∈ (a, b].

Proof. We prove equality (2.23). Set ρ(u) = kF (u) (k > 0). We have
ψ∗(ρ) = k−1 − σk, where −σ = inf F ′(u) for u ∈ (a, b). It follows from this that
ω∗ � k−1 − σk → ∞ for k → 0. It remains to make use of inequality (2.18).
Equalities (2.24) are proved in the same way.

As mentioned above, we shall write ω∗[F ] and ω∗[F ] for indicating the depen-
dence of ω∗ and ω∗ on F .

Theorem 2.5. If F1(u) � F2(u), then

(2.25) ω∗[F1] � ω∗[F2], ω∗[F1] � ω∗[F2].

If F (u) ≡ 0, then

(2.26) ω∗[F ] = ω∗[F ] = 0.

Proof. Inequality (2.25) follows directly from the definition of ω∗ and ω∗;
relations (2.26) follow from (2.22). This completes the proof of the theorem.
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From (2.25) and (2.26) we obviously have:

ω∗[F ] � 0, ω∗[F ] � 0 if F (u) � 0;(2.27)

ω∗[F ] � 0, ω∗[F ] � 0 if F (u) � 0.(2.28)

Theorem 2.6. We have the inequalities

ω∗[F ] � 0 if
∫ b

u

F (s) ds � 0,(2.29)

ω∗[F ] � 0 if
∫ u

a

F (s) ds � 0,(2.30)

for all u ∈ [a, b].

Proof. To prove inequality (2.29) we set, for arbitrary ε > 0,

ρε(u) =
[
2
∫ b

u

F (s) ds+ ε2(b− u)2
]1/2

.

Then ψ∗(ρε) � −ε, and inequality (2.29) follows. Inequality (2.30) is proved in a
similar way. This completes the proof of the theorem.

Theorem 2.7. If F ∈ l+(b) and a solution of problem (2.7), (2.16) exists, then
ω∗[F ] > c.

If F ∈ r−(α) and a solution of problem (2.7), (2.8) exists, then ω∗[F ] < c.

Proof. We prove the first assertion. The second is proved similarly.
On the basis of Theorem 2.2 it is sufficient to show that no solution of prob-

lem (2.7), (2.16) exists for c= ω∗. Assume the contrary: there does exist a solution.
Denote it by p∗(u). Let u1< b be such that F (u)> 0 for u∈ [u1, b). By Theorem 2.4,
applied to the interval [u1, b], and also Theorem 2.2, we conclude that, for arbitrary
finite c, there exists a solution p(u) of equation (2.7), satisfying conditions p(b) = 0,
p(u) < 0 for u ∈ [u1, b). Let c > ω∗ and sufficiently close to ω∗. Then, taking into
account the behavior in a neighborhood of the singular point u = b, p = 0 (see
Theorem 3.4), we readily see that p(u) is sufficiently close to p∗(u) on the interval
[a, b], and therefore satisfies conditions (2.16). But this contradicts Theorem 2.2.
This completes the proof of the theorem.

Corollary. If F ∈ l+(b) and∫ b

u

F (s) ds > 0 for all u ∈ [a, b),

then ω∗[F ] > 0.
If F ∈ r−(a) and ∫ u

a

F (s) ds < 0 for all u ∈ (a, b],

then ω∗[F ] < 0.

Proof. The function

p(u) = −
[
2
∫ b
u

F (s) ds
]1/2

is a solution of problem (2.7), (2.16) with c = 0. The first of the assertions
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follows from this. The second is proved similarly. This completes the proof of
the corollary.

2.4. Dependence on endpoints of the interval. We have defined function-
als ω∗ and ω∗ on the interval [a, b]. Let us consider these functionals as functions
of a and b, denoting them by ω∗(a, b) and ω∗(a, b) to indicate dependence on the
ends of the interval.

Theorem 2.8. Functionals ω∗(a, u) and ω∗(u, b) are nondecreasing functions
of u for u ∈ (a, b] and u ∈ [a, b), respectively.

Proof. Consider the functional ω∗(u, b). The proof proceeds accordingly for
ω∗(a, u). Let u1 < u2, u1, u2 ∈ [a, b). We need to show that

(2.31) ω∗(u1, b) � ω∗(u2, b).

We denote by ψ1∗(ρ) and ψ2∗(ρ) functionals, defined on intervals [u1, b] and [u2, b],
just as was done in §2.1 (see (2.5)) for the interval [a, b]. By definition, for arbitrary
ε > 0 there exists a function ρ ∈ Cb, given on the interval [u1, b], such that

(2.32) ψ1∗(ρ) > ω∗(u1, b)− ε.

Taking the restriction of ρ on the interval [u2, b], we obtain

(2.33) ψ2∗(ρ) � ψ1∗(ρ).

From this and from (2.31) and (2.32) we have

ω∗(u2, b) � ψ2∗(ρ) � ω∗(u1, b)− ε,

from whence, in view of the arbitrariness of ε, (2.31) follows. This completes the
proof of the theorem.

Corollary. If F (u) > 0 for a � u1 < u < u2 < b, then

(2.34) ω∗(u, b) = ω∗(u2, b) for u1 < u � u2.

Proof. Assume that ω∗(u2, b) is finite. By virtue of monotonicity, we have

(2.35) ω∗(u, b) � ω∗(u2, b)

for u � u2. Let c be an arbitrary number:

(2.36) c < ω∗(u2, b).

Then, based on Theorem 2.2, there exists a solution p(u) of equation (2.7) satisfying
the conditions

p(b) = 0, p(u) < 0 for u2 � u < b.

We extend this solution for u < u2. Then p(u) < 0 for u1 < u < u2, by virtue
of equation (2.7), in view of the positivity of F (u). Applying Theorem 2.2 to the
interval [u, b], we obtain c � ω∗(u, b). Since c is an arbitrary number satisfying
inequality (2.36), it follows that ω∗(u2, b) � ω∗(u, b). Relation (2.34) then follows
from this and from (2.35). For infinite values of ω∗(u2, b) the proof is equally simple.
This completes the proof of the theorem.

There is an analogous corollary for ω∗.
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As a result of monotonicity we have the limits

ω∗(a) = lim
u→a

ω∗(a, u), ω∗(b) = lim
u→b

ω∗(u, b).

We now find their values.

Theorem 2.9. We have the equalities

ω∗(a) = −∞ if F (u) ∈ r−(a),(2.37)

ω∗(a) = 2(F ′(a))1/2 if F (u) /∈ r−(a),(2.38)

ω∗(b) =∞ if F (u) ∈ l+(b),(2.39)

ω∗(b) = −2(F ′(b))1/2 if F (u) /∈ l+(b).(2.40)

Proof. Equality (2.37) follows from Theorem 2.4.
Let F (u) /∈ r−(a). Then we have γ∗ � 0 on the interval [a, b]. Therefore, by

the basis of Theorem 2.3,

ω∗(a, b) � 2(γ∗)1/2 � 2(supF ′(u))1/2 (u ∈ (a, b)).

Passing to the limit as b→ a, we obtain

ω∗(a) � 2(F ′(a))1/2.

To prove equality (2.38) we obtain the opposite inequality

(2.41) ω∗(a) � 2(F ′(a))1/2.

If F ′(a) > 0 and (2.41) is not satisfied, then taking c satisfying

ω∗(a) < c < 2(F ′(a))1/2,

and b sufficiently close to a, we obtain a contradiction with Theorem 2.1, since in
this case a solution of equation (2.7) cannot be of constant sign, which follows from
known results concerning the behavior of a solution in a neighborhood of a singular
point.

If F ′(a) = 0, then for F (u) ∈ r+(a) we obtain (2.41) from (2.27). Let F (u) ∈
r0(a) and F (bk) = 0, bk ↘ a. On the interval [a, bk] we have |γ∗| � sup |F ′(u)| → 0
as bk ↘ a. Inequality (2.41) follows from (2.22).

Equalities (2.39) and (2.40) are proved similarly. This completes the proof of
the theorem.

§3. Waves and systems of waves

3.1. Properties of waves. In this section we consider waves and systems of
waves. Recall that by an [a, b]-wave we mean a function w(x), bounded on the
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whole axis and twice continuously differentiable (and a constant c), satisfying the
equation

(3.1) w′′ + cw′ + F (w) = 0,

and the conditions

(3.2) lim
x→∞

w(x) = a, lim
x→−∞

w(x) = b.

As has already been noted in the introduction to this chapter, it follows from this
that

F (a) = F (b) = 0.

This assertion is readily proved and we shall not discuss it in detail. For example,
it can be obtained from an analysis of the ω- and α-limiting sets of the trajec-
tory on the phase plane using estimates of the derivatives w′(x) and w′′(x) (see
Chapter 2, §2).

Throughout the sequel we assume that the function w(x) is not identically
constant.

We give some simple properties of waves. It is easy to see that if function w(x)
satisfies the inequalities a � w(x) � b (a < b) for all x, then these inequalities are
strict. Indeed, if for some x, say, x = x0, we have w(x0) = a, then w′(x0) = 0 and
w(x) ≡ a.

If for some x0 we have w′(x0) = 0, then at this point w(x) attains a maximum
or a minimum and F (w(x0)) �= 0. Otherwise, w′′(x0) = 0, F (w(x0)) = 0, and
w(x) ≡ w(x0). It follows from this, in particular, that on each finite interval there
exists not more than a finite number of extrema of function w(x). It is not assumed
here that a � w(x) � b. When these inequalities are satisfied, the function w(x),
as we show below, is monotone.

Theorem 3.1. Let a solution w(x) of equation (3.1) have extrema at the points
x1 and x2, x1 < x2, and let w′(x) �= 0 for x1 < x < x2.

Assume, further, that c � 0 (c � 0), x∗ > x2 (x∗ < x1), and w′(x) �= 0 for
x2 < x � x∗ (x∗ � x < x1). Then

min
i
w(xi) < w(x∗) < max

i
w(xi), i = 1, 2.

Proof. Consider the case where x1 is a minimum and x2 is a maximum, i.e.,
w(x1) < w(x2). Let c � 0 and x∗ � x2. Then, obviously, w(x∗) < w(x2). We
show that w(x∗) > w(x1). Assume that this is not the case. We can then find an
x = x, x2 < x � x∗, such that w(x) = w(x1). We multiply equation (3.1) by w′ and
integrate from x1 to x (x1 < x � x2):

1
2
w′2(x) + c

∫ x
x1

w′2(s) ds+
∫ w(x)

w(x1)

F (s) ds = 0.

From this, when x = x2, we obtain

(3.3)
∫ w(x2)

w(x1)

F (s) ds � 0.
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We multiply equation (3.1) by w′ and integrate from x2 to x:

1
2
w′2(x) + c

∫ x

x2

w′2(s) ds+
∫ w(x)

w(x2)

F (s) ds = 0.

From this ∫ w(x2)

w(x)

F (s) ds > 0,

which contradicts (3.3). This contradiction establishes the required inequality for
c � 0.

For all the remaining cases indicated in the statment of the theorem the proof
is similar. This completes the proof of the theorem.

Corollary 1. Under the assumption of the theorem, if c � 0 (c � 0), then

min
i
w(xi) < w(x) < max

i
w(xi)

for x2 � x �∞ (−∞ � x � x1).

Corollary 2. If w′(x∗) = 0 for x∗ > x2, then

w(x∗) ∈ (min
i
w(xi),max

i
w(xi))

for c > 0,
w(x∗) /∈ (min

i
w(xi),max

i
w(xi))

for c < 0, and
w(x∗) = w(x1) or w(x∗) = w(x2)

for c = 0. In the last case w(x) is a periodic function.

Corollary 3. If conditions (3.2) are satisfied, where b > a and

a � w(x) � b, −∞ < x <∞,

then w(x) is a monotonically decreasing function for all x.

Corollary 4. If w(x) → a as x→∞ and w(x) > a for x � N for some N ,
then an x0 �N can be found such that w(x) is a monotonically decreasing function
for x � x0.

Corollary 5. Under the conditions of the preceding corollary, w′(x) → 0 as
x→∞ and

(3.4)
∫ ∞

x0

w′2(s) ds <∞.

Proof. We consider the equality

1
2
w′2(x)− 1

2
w′2(x0) + c

∫ x

x0

w′2(s) ds+
∫ w(x)

w(x0)

F (w) dw = 0,

which is obtained by integrating equation (3.1) multiplied by w′. Since function
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w(x) is bounded, it follows that w′(x) tends towards 0 along some sequence {xn},
xn →∞ as n→∞. From this it follows that

(3.5)
∣∣∣c ∫ ∞

x0

w′2(s) ds
∣∣∣ <∞,

from which, in turn, existence of the limit of w′(x) as x→∞ follows.
Inequality (3.4) follows from the boundedness of w′(x) for x� x0 and existence

of the integral
∫∞
x0
|w′(s)| ds. Corollary 5 is thereby proved.

Remarks. 1. The theorem remains valid for x1 = −∞ if c� 0 and for x2 =∞
if c � 0 assuming existence of the limits (3.2) at the points x1 = −∞ or x2 = ∞
and the inequality w(x) < b or w(x) > a in a neighborhood of the points x1 = −∞
or x2 = ∞, respectively. Equality to zero of the derivative w′(x) and integrability
of the square of the derivative which are used in the proof were shown above.

If c = 0 and x1 = −∞ (x2 =∞), then only one extremum is attained for finite
values of x.

2. From Corollaries 4 and 5 it obviously follows, when the conditions of
Corollary 4 are satisfied, that w′′(x)→ 0 as x→∞ and F (a) = 0.

Theorem 3.2. If c �= 0 and solution w(x) of equation (3.1) is bounded for
x � 0 (x � 0), then the limit lim

x→∞
w(x) ( lim

x→−∞
w(x)) exists.

Proof. Consider the case c > 0. Let w(x) be bounded for x � 0 and assume
that the limit lim

x→−∞
w(x) does not exist. Then there exist sequences {xn}, {yn},

xn → −∞, yn → −∞ as n → ∞, w′(xn) = 0, w′(yn) = 0, where a minimum of
function w(x) is attained at points xn, and a maximum at points x = yn,

yn+1 < xn < yn < · · · < x1 < y1.

By virtue of Corollary 2 to Theorem 3.1,

w(yn+1) > w(yn), w(xn+1) < w(xn)

(Figure 3.1). Let w = limw(yn), w = limw(xn). We have

(3.6)

c

∫ yn

xn

w′2(s) ds+
∫ w(yn)

w(xn)

F (w) dw = 0,

c

∫ xn

yn+1

w′2(s) ds+
∫ w(xn)

w(yn+1)

F (w) dw = 0.

From this it follows that ∫ w

w

F (w) dw = 0.

We show now that ∫ yn+1

xn+1

w′2(s) ds >
∫ yn

xn

w′2(s) ds.
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xn+1 yn+1 xn yn

w
(x

)

x

Figure 3.1

p

pn+1(w)

pn(w)

w(xn+1) w(xn) w(yn) w(yn+1)
w

Figure 3.2

To this end we introduce the functions

pn+1(w) = w′(s), where w = w(s), xn+1 � s � yn+1,

pn(w) = w′(s), where w = w(s), xn � s � yn.

Then
pn+1(w(xn+1)) = pn+1(w(yn+1)) = 0,

pn(w(xn)) = pn(w(yn)) = 0;

therefore,
pn+1(w) > pn(w) for w(xn) � w � w(yn)

(Figure 3.2) and∫ yn+1

xn+1

w′2(s) ds =
∫ w(yn+1)

w(xn+1)

pn+1(w) dw >
∫ w(yn)

w(xn)

pn(w) dw =
∫ yn

xn

w′2(s) ds.

Expressing c from equation (3.6) and passing to the limit as n → ∞, we obtain
c = 0, which contradicts our assumption.

Assume now that w(x) is bounded for x � 0 and that the limit lim
x→∞

w(x) does

not exist. Then there exist sequences {xn}, {yn}, tending towards ∞, for which
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xn+1 yn+1xn yn
w

(x
)

Figure 3.3

w′(xn) = 0, w′(yn) = 0, where a minimum is attained at points x = xn and a
maximum at points x = yn,

xn < yn < xn+1 < yn+1.

By virtue of Theorem 3.1,

w(yn+1) < w(yn), w(xn+1) > w(xn)

(Figure 3.3). We now let

w = limw(yn), w = limw(xn).

For xn < x < yn, we have

(3.7)
1
2
w′2(x) − 1

2
w′2(xn) + c

∫ x

xn

w′2(s) ds+
∫ w(x)

w(xn)

F (w) dw = 0,

and for yn < x < xn+1,

1
2
w′2(x) − 1

2
w′2(yn) + c

∫ x
yn

w′2(s) ds+
∫ w(x)

w(yn)

F (w) dw = 0.

From this we obtain∫ w(x)

w(xn)

F (w) dw < 0 for w(xn) < w(x) < w(yn),∫ w(yn)

w(x)

F (w) dw > 0 for w(xn+1) < w(x) < w(yn).

Therefore

(3.8)
∫ w

w

F (w) dw = 0,
∫ w0

w

F (w) dw � 0,
∫ w

w0

F (w) dw � 0

for arbitrary w0, w < w0 < w. From (3.7) we have

(3.9)
∫ yn

xn

w′2(s) ds→ 0, n→∞.

We introduce functions pn(w) = w′(x), w = w(x), xn � s � yn. Then pn(w(xn)) =
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p

w(xn) w(xn+1) w(yn+1) w(yn)
w

pn(w)

pn+1(w)

Figure 3.4

w(xn) w–1 w–
–

1 w(yn)
w

p n
(w

)

p

Figure 3.5

pn(w(yn)) = 0, pn(w) > 0 for w(xn) < w < w(yn), and pn+1(w) < pn(w) for
w(xn+1) � w � w(yn+1) (Figure 3.4). From (3.9) we have

(3.10)
∫ w(yn+1)

w(xn+1)

pn+1(w) dw <
∫ w(yn)

w(xn)

pn(w) dw → 0, n→∞.

If the integrals in (3.8) are not identically zero for w < w0 < w, then values of
w1, w1 ∈ [w,w] can be found such that

w1∫
w1

F (w) dw = 0,

w0∫
w1

F (w) dw < 0,

w1∫
w0

F (w) dw > 0 for w1 < w0 < w1.

It follows that there exists a solution p(w) of the equation

(3.11)
dp

dw
= −c− F (w)

p

for c = 0 such that p(w1) = p(w1) = 0, p(w) > 0 for w1 < w < w1. Therefore, by
virtue of (3.10), for sufficiently large n functions p(w) and pn(w) have two points
of intersection (Figure 3.5). However, it cannot be so since an increase in c results
in a decrease of the derivative dp/dw of the solution p of equation (3.11).

Let us assume now that the integrals in (3.8) are identically equal to 0 for
w � w0 � w. This means that F (w0) ≡ 0 for w � w0 � w. Therefore there
exists a solution p(w) of equation (3.11) (for the c > 0 considered), having the form
p(w) = −c(w − w). By virtue of (3.10), for large n the graphs of the functions
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p

w(xn) w–
–

w(yn)
w

Figure 3.6

p(w) and pn(w) must have a point of intersection, but not coincide identically
(Figure 3.6). This contradicts uniqueness of a solution of the Cauchy problem.
This contradiction completes the proof of the theorem for c > 0. For c < 0 the
proof is similar (or can be reduced to the preceding proof by a change of variables).
This completes the proof of the theorem.

Corollary 1. For c �= 0 a wave, i.e., a solution of equation (3.1) bounded on
the whole axis, has limits at infinity.

Corollary 2. For c > 0 (c < 0) a wave is monotone on some left (right)
semiaxis.

Corollary 3. For c �= 0, for a nonmonotone wave w(x), one of the two values
max
x
w(x), min

x
w(x) is attained at a finite point (x = x0), where the corresponding

inequality

w(x) < w(x0) (w(x) > w(x0)), x �= x0,

is strict.

Corollary 4. For c �= 0, for a nonmonotone wave w(x), the difference w(x)−
w(x − h) is a function with alternating sign for arbitrary h, i.e., the inequality

w(x) < w(x − h) (w(x) > w(x − h))

cannot be satisfied for all x.

Remark 1. The last assertion turns out to be useful in proving instability of
nonmonotone waves (see §5.2).

Remark 2. The last corollary remains valid even when c = 0, with only the
reservation that for a periodic wave we can have the identity w(x) ≡ w(x − h).

Let w(x) be a solution of equation (3.1) such that w(x) > 0 for x �N for some
N and w(x) → 0 as x → ∞ (later in this section we shall assume that a = 0). It
then follows from the preceding that w′(x) < 0 for sufficiently large x.

From equation (3.1) we obtain

(3.12)
w′′

w
+ c
w′

w
→ −F ′(0) = −α,
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as x→∞. If we differentiate equation (3.1), we then obtain, as x→∞,

(3.13)
w′′′

w′ + c
w′′

w′ → −α.

We introduce the functions ϕ1(x) = w′(x)w−1(x), ϕ2(x) = w′′(x)[w′(x)]−1. Obvi-
ously,

ϕ′
1(x) = w

′′(x)w−1(x) − ϕ21(x), ϕ′
2(x) = w

′′′(x)[w′(x)]−1 − ϕ22(x).

From (3.12), (3.13) we obtain

(3.14) ϕ′
i(x) + cϕi(x) + ϕ

2
i → −α (i = 1, 2)

as x→∞.

Theorem 3.3. As x→∞, ϕi(x)→ λ, where λ is a solution of the equation

(3.15) λ2 + cλ+ α = 0.

Proof. We show first that |ϕi(x)| cannot tend to infinity as x→∞. Indeed,
let |ϕi(x)| → ∞. Then ψ(x) = ϕ−1

i (x) → 0 as x → ∞. Dividing (3.14) by ϕ2i (x),
we obtain ψ′(x)→ 1 as x→∞, which is not possible.

We show that ϕi(x) has a finite limit as x → ∞. Let us assume the contrary.
We can then select sequences {xn}, {yn}, xn → ∞, yn → ∞, ϕi(xn) → λ1,
ϕi(yn) → λ2, λ1 < λ2. Let λ0 satisfy the inequality λ1 < λ0 < λ2 and not be a
solution of equation (3.15). If, for example,

λ20 + cλ0 + α > 0,

then for the sequence {zn}, zn →∞, ϕ(zn) = λ0, ϕ′
i(zn) � 0, we obtain

ϕ′
i(zn) + cϕi(zn) + ϕ

2
i (zn) � cλ0 + λ20 > −α,

which contradicts (3.14).
Thus, ϕi(x)→ λ as x→∞, whence

ϕ′
i(x)→ −λ2 − cλ− α.

This limit must be equal to zero in view of the boundedness of ϕi(x). This completes
the proof of the theorem.

Corollary 1. If F (w) ∈ C1[0, 1], w(x) > 0 for sufficiently large x, and
w(x)→ 0 as x→∞, then as x→∞ we have one of the following relations:

w′

w
→ −c/2 + (c2/4− α)1/2, w′′

w′ → −c/2 + (c2/4− α)1/2,(3.16)

w′

w
→ −c/2− (c2/4− α)1/2, w′′

w′ → −c/2− (c2/4− α)1/2,(3.17)

where α = F ′(0), c2/4− α � 0.
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Corollary 2. If, in the conditions of the preceding corollary, F (w) ∈ r0(0)
(i.e., there exists a sequence {wn}, wn → 0, F (wn) = 0), then as x→∞,

w′

w
→ −c, w′′

w′ → −c.

Proof. If sequence {xn} is such that xn →∞, w(xn) = wn, then

w′′(xn)
w′(xn)

= −c− F (w(xn))
w′(xn)

= −c.

Since the limit of w′′(x)[w′(x)]−1 as x → ∞ exists, it is then equal to −c. By
L’Hopital’s Rule, w′(x)w−1(x)→−c. This completes the proof of the corollary.

Theorem 3.4. For existence of a solution p(u) of equation (2.7) such that
p(a) = 0 and p(u) < 0 for u > a close to point a, it is necessary that the inequality

(3.18) c � ω∗(a)

be satisfied and sufficient that the inequality

(3.19) c > ω∗(a)

be satisfied. If such a solution exists, we then have one of the relations

(3.20)
p′(u)→ −c/2 + (c2/4− F ′(a))1/2,

p′(u)→ −c/2− (c2/4− F ′(a))1/2

for u↘ a, where, for F ′(u) ∈ r0(a),

(3.21) p′(u)→ −c (u↘ a).

When conditions (3.19) are satisfied, this solution is unique if F (u) /∈ r+(a) or if
F (u) ∈ r+(a) and the second of conditions (3.20) is satisfied.

Proof. Necessity of condition (3.18) and sufficiency of condition (3.19) follow
from Theorem 2.1. Relations (3.20) and (3.21) follow from Corollaries 1 and 2 of
the preceding theorem.

Let F (u) ∈ r−(a) and assume that there exist two solutions pi(u) (i = 1, 2)
of equation (2.7) satisfying the conditions p1(a) = p2(a) = 0, pi(u) < 0. We set
p = p1 − p2 and assume, for definiteness, that p > 0. We obtain

dp

du
= k(u)p(u), where k(u) =

F (u)
p1(u)p2(u)

.

It follows that p′(u) and p(u) are of different signs for u > a, which is not possible
since p(a) = 0.

Now let F (u) ∈ r0(a) or F (u) ∈ r+(a) and let the second of conditions (3.20)
be satisfied. As above, let p = p1 − p2. We have

k(u)(u− a) = F (u)
u− a

u− a
p1(a)

u− a
p2(a)

−−−→
u→a

F ′(a)
(c/2 + (c2/4− F ′(a))1/2)2

< 1.

From this we have p′(u) < p(u)(u− a)−1 for a < u < u0 for some u0; consequently,
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p(u) � p(u0)(u0 − a)−1(u− a), which contradicts the fact that p(u)(u− a)−1 → 0.
This completes the proof of the theorem.

Similarly, we may prove the following theorem.

Theorem 3.5. For existence of a solution p(u) of equation (2.7) such that
p(b) = 0 and p(u) < 0 for u < b close to point b, it is necessary that the inequality

(3.22) c � ω∗(b)

be satisfied and sufficient that the inequality

(2.23) c < ω∗(b)

be satisfied. If such a solution exists, we then have one of the relations

(3.24)
p′(u)→ −c/2 + (c2/4− F ′(b))1/2,

p′(u)→ −c/2− (c2/4− F ′(b))1/2

as u→ b, where, for F ′(u) ∈ l0(b),

(3.25) p′(u)→ −c (u→ b).

When condition (3.23) is satisfied, this solution is unique if F (u) /∈ l−(b) or if
F (u) ∈ l−(b) and the first of conditions (3.24) is satisfied.

Corollary. Let us assume that the following limit exists and is positive:

αn = limF (u)(u − a)−n (n > 1) as u↘ a.

Then if c > 0, and if the first of relations (3.20) holds for a solution of the system

u′(x) = p(x), p′(x) = −cp(x) + F (u(x)),

then

(3.26) u(x)− a ∼ c1/(n−1)[an(n− 1)x]1/(n−1) as x→∞.

Proof. Since p′(u)→ 0 for u↘ a, then from (2.7) we have F (u)p−1(u)→−c,
and, consequently, p(u)(u − a)−n → −c−1an. From this, by L’Hopital’s Rule, as
x→∞,

limx(u− a)n−1 = lim(u− a)n[(1 − n)u′(x)]−1 = (n− 1)−1ca−1
n ,

and relation (3.26) follows.

3.2. Minimal system of waves. It is convenient to give a definition of a
system of waves in terms of solutions of equation (2.7):

(3.27) p′(u) +
F (u)
p(u)

+ c = 0.

The converse to equation (3.1) is obvious. As above, we assume that F (a) =
F (b) = 0.

Definition 3.1. We shall say that we are given an [a, b]-system of waves if
on the interval [a, b] there is a single-valued continuous function R(u), satisfying
conditions:

1. R(a) = R(b) = 0, R(u) � 0 for a � u � b;
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2. If R(u)< 0 for a� u1 < u< u2 � b, R(u1) =R(u2) = 0, then for some c there
exists a solution p(u) of equation (3.27) such that p(u) = R(u) for u1 < u < u2.

For brevity, in what follows, we shall call R(u) a system of waves.

Definition 3.2. An [a, b]-system of waves R0(u) is called minimal if for an
arbitrary [a, b]-system of waves R(u) we have

R0(u) � R(u), a � u � b.
It is convenient to introduce the following notation: τc(u;u1, u2) is a solution

p(u) of equation (3.27) satisfying the conditions

p(u) < 0, u1 < u < u2, p(u1) = p(u2) = 0.

Theorem 3.6. For an arbitrary source F (u) there exists an [a, b]-minimal
system of waves.

Proof. For each u0 ∈ [a, b] let us set

R0(u0) = inf{p| for some c and u1, u2 : a � u1 � u0 � u2 � b, there
exists a solution τc(u;u1, u2) such that p = τc(u0;u1, u2)}.

If no such solution exists, we set R0(u0) = 0.
It is sufficient to show that R(u0) is a system of waves. For this purpose, we

use an estimate of |R0(u)|, which follows from the inequality

(3.28) τ2c (u;u1, u2) � 2
∫ b
a

|F (u)| du, u ∈ [u1, u2].

To prove inequality (3.28) it is sufficient to multiply equation (3.27) by p(u) and
integrate from u1 to u for c � 0 and from u to u2 for c > 0.

We note the following estimate for a solution τc(u0;u1, u2) of equation (3.27),
passing through the point (u0, p), p < 0:

(3.29) |c| � |p|−1max |F (u)|.

This follows from the fact that at point u∗ ∈ (u1, u2), at which function τc(u0;u1,
u2) attains a minimum, we have the equality

c = −p−1(u∗)F (u∗).

It follows from the theorem concerning the continuous dependence of a solution
on parameter c, bounded by virtue of (3.29), and on the initial condition, that for
some c1 there exists a function τc1(u; a1, b1) for which

R0(u0) = τc1(u0; a1, b1), c � a1 < b1 � b.
We show that

R0(u) = τc1(u; a1, b1), a1 � u � b1.
Indeed, if this is not so, then for some u1 ∈ [a1, b1], for definiteness, u1 > u0, we
have the inequality

R0(u1) < τc1(u1; a1, b1).

We denote by τc2(u; a2, b2) a solution for which

R0(u1) = τc2(u1; a2, b2), a � a2 < b2 � b.
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Since
τc2(u0; a2, b2) � τc1(u0; a1, b1),

the equation
τc2(u; a2, b2) = τc1(u; a1, b1)

then has a solution u ∈ [u1, u2], and, therefore, a2 > a1. Let c3 < c2, with c3
sufficiently close to c2. Then there exists a function

τc3(u; a3, b3), b3 = b2, a3 > a1,

such that

(3.30) τc3(u; a2, b2) < τc2(u; a2, b2), a2 < u < b2.

Inequality (3.30) contradicts the definition of R0(u). This completes the proof of
the theorem.

From the proof of the theorem we obtain the following

Corollary. R0(u) � τc(u; a1, b1) for u ∈ [a1, b1] for arbitrary c and a1, b1 ∈
[a, b] for which τc(u; a1, b1) exists.

Theorem 3.7. If R0(u) is the [a, b]-minimal system of waves, and R0(u0) = 0
for some u0 ∈ (a, b), then F (u0) = 0.

Proof. We assume the contrary to be true and, for definiteness, let F (u0)> 0.
We denote by (a1, b1) an interval such that F (u)> 0 for u∈ (a1, b1), F (a1)=F (b1) =
0, and u0 ∈ (a1, b1). By Theorem 2.4, ω∗(u0, b1) = ∞, and, by Theorem 2.3,
ω∗(a1, b1) < ∞. Let c > ω∗(a1, b1). From Theorem 2.2, applied to the interval
[u0, b1], we conclude that a solution p(u) of equation (3.27) exists, satisfying the
conditions p(u) < 0 for u ∈ [u0, b1), p(b1) = 0; and this assertion, applied to the
interval [a1, b1] leads to the equation p(a2) = 0 for some a2 � a1. It follows from
this that R0(u0) < 0, which contradicts our original assumption. If F (u0) < 0, a
similar argument can be made. This completes the proof of the theorem.

Theorem 3.8. Let τc1(u; a1, b1) belong to the [a, b]-minimal system of waves.
Then

(3.31) c1 = ω∗(a1, v) = ω∗(u, b1)

for all u, v: a � u � a1, b1 � v � b.
Proof. We show first that

(3.32) c1 � ω∗(a1, b1).

Let c be arbitrary: c < c1. Then, by the usual method (see, for example,
Theorem 2.1), it may be proved that there exists a solution p(u) of equation (3.27)
such that

p(b1) = 0, p(u) � τc1(u; a1, b1) for u ∈ [a1, b1],

where, for at least one point u, the inequality is strict, since c �= c1. We have
p(a1) < 0; otherwise, τc1(u; a1, b1) would not belong to a minimal system of waves.
By virtue of Theorem 2.2 we find that c � ω∗(a1, b1), whence (3.32) follows in view
of the arbitrariness of c.
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In exactly the same way we can show that

(3.33) c1 � ω∗(a1, b1).

From this we find, using (3.32) and (2.18), that

(3.34) c1 = ω∗(a1, b1) = ω∗(a1, b1).

It is now necessary for us to show that

(3.35) ω∗(u, b1) = ω∗(a1, b1)

for all a � u � a1. Let us assume the contrary:

(3.36) ω∗(u1, b1) < ω∗(a1, b1)

for some u1 ∈ [a, a1). Then, taking c between the values indicated in (3.36), we
obtain, by virtue of Theorem 2.2 applied to the interval [a1, b1], that there exists
a solution of equation (3.27), satisfying the condition p(u) < 0 for u ∈ [a1, b1),
p(b1) = 0, and, by the same proposition applied to the interval [u1, b1], we find
that a continuation of this solution must vanish on the interval [u1, a1). But this
contradicts the fact that τc1(u; a1, b1) belongs to the minimal system of waves. In
a similar way we may prove equality (3.31) for ω∗. This completes the proof of the
theorem.

Corollary. Let τc1(u; a1, b1) and τc2(u; a2, b2) be two waves from the minimal
system of waves. Then c1 � c2 if b1 � a2.

Proof. On the basis of Theorem 3.8,

c1 = ω∗(a1, b2), c2 = ω∗(a1, b2).

It remains now to apply inequality (2.18).
We assume that in the system of waves considered there is a right wave and a

left wave, i.e., waves τc1(u; a1, b) and τc2(u; a, b1). It then follows from the results
presented above that ω∗(a, b) = c1 and ω∗(a, b) = c2. Thus we have arrived at the
following interpretation of the functionals introduced in §2: ω∗(a, b) and ω∗(a, b)
are the speeds of the left and right waves from the [a, b]-minimal system of waves.
In particular, it follows that if ω∗(a, b) = ω∗(a, b), then all waves from the minimal
system have identical speeds.

The assumption about the presence of a right wave and a left wave is essential
from the point of view of applications: its nonfulfillment means that either an
infinite number of waves or an interval of degenerate waves from the minimal system
abut point a or point b.

3.3. Existence of waves. We now obtain conditions for the existence of
waves. Here, and in what follows, we discuss [a, b]-waves w(x) that satisfy the
condition a � w(x) � b, and, consequently, by the results of §3.1, monotonically
decrease.
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Theorem 3.9. For the existence of solutions of problem (3.1), (3.2) it is
necessary that at least one of the inequalities∫ u

a

F (s) ds < 0,(3.37) ∫ b

u

F (s) ds > 0(3.38)

is satisfied for all u ∈ (a, b). For the case in which inequality (3.37) is satisfied,
c � 0; in the case of inequality (3.38), c � 0. The simultaneous satisfaction of
inequalities (3.37) and (3.38) for all u∈ (a, b) is a necessary and sufficient condition
for the existence of a wave with speed c equal to zero.

Proof. Multiplying equation (3.27) by p(u) and integrating, we obtain, for
u ∈ (a, b), ∫ u

a

F (s) ds = −c
∫ u
a

p(s) ds− 1
2
p2(u),(3.39) ∫ b

u

F (s) ds = −c
∫ b
u

p(s) ds+
1
2
p2(u).(3.40)

For c � 0, from (3.39) we obtain (3.37); for c � 0, from (3.40) we obtain (3.38); for
c = 0, both inequalities are valid.

When both inequalities (3.37) and (3.38) are satisfied,

c =
∫ b

a

F (u) du = 0,

and existence of a solution of problem (3.27), with p(a) = p(b) = 0, is obtained in
this case through explicit construction. From (3.40) it follows that

(3.41) p(u) = −
(
2
∫ b

u

F (s) ds
)1/2

.

This completes the proof of the theorem.

When c �= 0, the conditions we have given are not sufficient, as simple examples
show. Necessary and sufficient conditions for the existence of a wave when c �= 0
are obtained in terms of the functionals ω∗ and ω∗.

Theorem 3.10. For the existence of an [a, b]-wave with positive speed c, the
following conditions are necessary and sufficient :

(3.42)

1. F (u) > 0 for u < b close to b;

2.
∫ b

a

F (u) du > 0;

3. ω∗(a, u) < ω∗(u, b) for all u ∈ (a, b).

Proof. Necessity. Condition 1 follows from (3.38), since F (u) ∈ l0(b) would
imply (3.25), which is not possible for c > 0. Condition 2 is obtained from (3.39)
for u = b.

We now show that condition 3 holds. Indeed, by virtue of Theorem 2.1, we
have ω∗(a, u) � c, and, by virtue of Theorem 2.7, the inequality c < ω∗(u, b) is
satisfied, from which the inequality in question follows.
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Sufficiency. Consider the [a, b]-minimal system of waves. It follows from
condition 1 that it contains a right wave. Let it be a [d, b]-wave. If d > a, we
then select number c: ω∗(a, d) < c < ω∗(d, b). It follows from Theorem 2.1 that a
solution pc(u) of equation (2.7) exists, satisfying the conditions: pc(a) = 0, pc(u)< 0
for u ∈ (a, d]. We construct solution p(u) of equation (2.7), satisfying condition
p(b) = 0. Moreover, for c sufficiently close to ω∗(d, b), we will have pc(d) < p(d)< 0.
Consequently, a continuation of solution p(u) vanishes for some u ∈ [a, d), which
contradicts the corollary to Theorem 3.6. Thus, we have proved the existence of
an [a, b]-wave. Positiveness of its speed follows from condition 2. The theorem is
thereby proved.

Remark. If it is known that an [a1, b]-wave exists, where a1 is some number,
a < a1 < b, then for existence of an [a, b]-wave it is sufficient that condition 3 of the
theorem be satisfied for u ∈ (a, a1]. Indeed, in this case the [a, b]-minimal system
of waves contains a [d, b]-wave, where a � d � a1, and further discussion proceeds
as in the proof of the theorem.

Theorem 3.11. For existence of an [a, b]-wave with negative speed c, satisfac-
tion of the following conditions is necessary and sufficient :

1. F (u) < 0 for u > a close to a;

2.
∫ b

a

F (u) du < 0;

3. ω∗(a, u) < ω∗(u, b) for all u ∈ (a, b).

The proof of this theorem is similar to the proof of Theorem 3.10.

Theorem 3.12. For existence of an [a, b]-wave with positive speed c, it is
necessary and sufficient that the following condition be satisfied :

(3.43) 0 < ω∗(a, b) < ω∗(u, b) for all u ∈ (a, b).

Proof. Necessity. Assume that an [a, b]-wave exists with speed c > 0. Then
there exists a minimal wave with speed c∗ = ω∗(a, b) > 0. Since condition (3.42) is
satisfied, then, applying Theorem 2.7 with c = c∗ to the interval [u, b], we obtain
c∗ < ω∗(u, b).

Sufficiency. Let ω∗(a, b) < c < ω∗(u, b), where u ∈ (a, b). It then follows from
the inequality on the right that on the interval [u, b] there exists a solution p(u) of
problem (2.7) with the conditions p(b) = 0, p(u) < 0 for u ∈ [u, b). By virtue of
the inequality ω∗(a, b) < c, p(u1) = 0 for a � u1 < u. Since u ∈ (a, b) is arbitrary,
the minimal system of waves on the interval [a, b] consists of a single wave. This
completes the proof of the theorem.

A similar result holds also for negative speeds.

Theorem 3.13. Assume that [a, a1]- and [b1, b]-waves exist, where a < a1 �
b1 < b. If the condition

(3.44) ω∗(a, u) < ω∗(u, b)

is satisfied for a1 � u � b1, then an [a, b]-wave exists.

Proof. We consider the [a, b]-minimal system of waves. If it does not consist
of a single [a, b]-wave, then it contains [b2, b]- and [a, a2]-waves, where a1 � a2 � b2 �
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b1. On the basis of Theorem 3.8 and inequality (3.44) we have ω∗(b2, b)=ω∗(a2, b)>
ω∗(a, a2), which contradicts the corollary to Theorem 3.8. This completes the proof
of the theorem.

We have obtained conditions for the existence of waves. We now pose the
problem of classifying all existing [a, b]-waves. The following lemma shows that
non-uniqueness of a wave is possible only at the expense of different c values.

Lemma 3.1. Equation (2.7), with c given, can have no more than one solution
p(u): p(u) < 0 for u ∈ (a, b), if c � 0 and p(b) = 0, or if c � 0 and p(a) = 0.

Proof. Let us assume that c � 0 and that there exist two different solutions
of the type indicated, p(u) and p1(u). Then from (2.7) we have

(3.45)
1
2
[p21(u)− p2(u)] = c

∫ b

u

[p1(s)− p(s)] ds.

Since p1(u) �= p(u) for all u ∈ (a, b), we obtain a contradiction in signs in (3.45).
Indeed, if, for example, p1(u) > p(u), then the right-hand side in (3.45) is non-
negative while the left-hand side is negative. For c � 0 the proof is similar. This
completes the proof of the lemma.

Let
ω∗(a+ 0, b) = lim

u↘a
ω∗(u, b), ω∗(a, b− 0) = lim

u↗b
ω∗(a, u).

Theorem 3.14. 1. For a source of Type A: if an [a, b]-wave exists, it is unique
and its speed c may be calculated from the expression

(3.46) c = ω∗(a, b) = ω∗(a, b).

2. For a source of Type B: if an [a, b]-wave exists, then its speed c �= 0. If point
a is unstable, we then have the inequality

(3.47) 0 < ω∗(a, b) < ω∗(a+ 0, b),

and a wave exists for those, and only those, speeds c which satisfy the inequality

(3.48) ω∗(a, b) � c < ω∗(a+ 0, b).

If point b is unstable, then
ω∗(a, b− 0) < ω∗(a, b) < 0,

and a wave exists for those, and only those, speeds c which satisfy the inequality

ω∗(a, b− 0) < c � ω∗(a, b).

3. For a source of Type C a wave does not exist.

Proof. 1. From the existence of a wave it follows that a minimal system
of waves consists of a single wave, and, according to Theorem 3.8, its speed is
calculated from (3.46). By the preceding lemma, for a given c the wave is unique.
Assume now that a wave exists with speed c1 �= c. Let us assume that c1 > c.
Then c1 > ω∗(a, b) and, according to Theorem 2.1, there exists a solution p(u) of
equation (2.7) with c = c1, satisfying the conditions

p(a) = 0, p(u) < 0 for u ∈ (a, b].

Thus, for c = c1 there exist two solutions of equation (2.7) with the conditions
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p(a) = 0, p(u) < 0, u > a close to point a: the indicated solution with p(b) < 0 and
the wave with p(b) = 0. But, by virtue of the inequality ω∗(a, b) � ω∗(a), where
ω∗(a) = limω∗(a, u) as u→ a, this contradicts the assertion concerning uniqueness
in Theorem 3.4. For c1 < c the reasoning is similar.

2. For a source of Type B both conditions (3.37) and (3.38) cannot be satisfied
simultaneously. Therefore a wave with zero speed cannot exist.

Let us suppose that point a is unstable. Then if an [a, b]-wave exists, its speed,
by virtue of (3.38), is positive. In particular, the speed c∗ = ω∗(a, b) of the minimal
wave is positive. Let F (u) > 0 for a < u < u0, F (u0) = 0. We assume that u0 < b.
The situation is simpler in case u0 = b. We have ω∗(a, b) � ω∗(u0, b) by virtue of
the monotonicity of function ω∗(u, b) with respect to u. We show that the equality
sign is not possible here. Indeed, suppose that ω∗(a, b) = ω∗(u0, b). Consider now a
right wave in a [u0, b]-system of waves, which exists by virtue of inequality (3.42).
Its speed is equal to ω∗(u0, b). This is also the speed of the minimal [a, b]-wave
contradicting the uniqueness assertion in Theorem 3.5. Thus, we have shown that
ω∗(a, b) < ω∗(u0, b).

Based on the corollary to Theorem 2.8, we have

(3.49) ω∗(u1, b) = ω∗(a+ 0, b),

for all a < u1 � u0.
Since, by assumption, an [a, b]-wave exists, the minimal [a, b]-system of waves

consists of a single wave, whose speed, by Theorem 3.8, is equal to

(3.50) ω∗(a, b) = ω∗(a, b).

Thus, a wave exists for c = ω∗(a, b).
We show that for arbitrary c satisfying the inequality

(3.51) ω∗(a, b) < c < ω∗(u0, b) = ω∗(a+ 0, b),

an [a, b]-wave exists. Indeed, by virtue of the second inequality in (3.51), a solution
p1(u) of equation (2.7) exists, satisfying the conditions p1(b) = 0, p1(u) < 0
for u0 � u < b (Figure 3.7). By virtue of the first inequality in (3.51) and
equation (3.50), a solution p2(u) of equation (2.7) exists, satisfying conditions
p2(a) = 0, p2(u) < 0 for a < u � b, so that p1(u) > p2(u). We extend solution
p1(u) for u < u0. On the basis of (3.49), p1(u) < 0 for a < u < u0, by virtue of
Theorem 2.2 and Lemma 3.1. Consequently, p1(a) = 0. Thus we have established
the existence of a wave for all c satisfying inequality (3.51).
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We show now that an [a, b]-wave exists only for those c which satisfy in-
equality (3.48). It is sufficient to show that if a wave with speed c exists, then
c<ω∗(a+0, b). Let c>ω∗(u0, b). We then obtain a contradiction with Theorem 2.2,
applied to the interval [u0, b]. If c= ω∗(u0, b), this is then the speed of an [a, b]-wave
and also of a right wave in the minimal [u0, b]-system of waves, which contradicts
Lemma 3.1. Thus the theorem is proved for the case in which point a is unstable.
A similar treatment can be applied to the case in which point b is unstable.

3. In the case of a source of Type C, the necessary conditions for existence of
a wave, presented in Theorem 3.9, are not satisfied.

3.4. Minimal c-system of waves. Let us assume that the source F (u) satis-
fies the conditions:

F (u0) = 0, F (u) > 0 for u ∈ (a, u0),

where u0 is some number: a < u0 � b.
For a given number c we define a c-system of waves R(u; c) as a system of waves

for which a left wave exists and has speed c.
A c-system of waves R0(u; c) is said to be minimal if for an arbitrary c-system

of waves R(u; c) we have the inequality:

(3.52) R0(u; c) � R(u; c) for u ∈ [a, b].

Theorem 3.15. For an arbitrary number c with

(3.53) ω∗(a, b) � c <∞,

there exists a minimal c-system of waves R0(u; c),

R0(u; c) = τc(u; a, u1) for u ∈ [a, u1],

where u1 ∈ (a, b] is the largest number for which τc(u; a, u1) exists.
If u1 < b, then R0(u; c) for u ∈ [u1, b] is the minimal system of waves on this

interval.

Proof. For c = ω∗(a, b) the minimal system of waves on the interval [a, b] is
a c-minimal system. Consider the case

(3.54) c > ω∗(a, b).

We construct R0(u; c) as indicated in the statement of the theorem. It is easy to
see that F (u1) = 0. We need to prove inequality (3.52). It is sufficient to prove
that

τc(u; a, u1) � R(u; c) for u ∈ [a, u1].

Let us assume the contrary. Then in the system of waves R(u; c) there is a wave
τc1(u; a1, b1) such that a1 < u1 < b1,

τc1(u2; a1, b1) = τc(u2; a, u1),

where u2 ∈ (a, u1) (see Figure 3.8). We have the inequality c1 > c; otherwise the
indicated intersection of curves would not be possible. Let p(u) be a solution of
equation (2.7) for which p(b1) = 0 and for which, by virtue of the relation c < c1,
we have the inequality

p(u) < τc1(u; a1, b1) for u ∈ [u2, b1].
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Since p(u) is continued to the left, it obviously satisfies inequality p(u)< τc(u; a, u1).
From this, by virtue of Theorem 2.2, we have c � ω∗(a, b1). We have arrived at a
contradiction with inequality (3.54), since

ω∗(a, b1) � ω∗(a, b) � ω∗(a, b).

This completes the proof of the theorem.

Theorem 3.16. Let functions τci(u; ai, bi), i = 1, 2, belong to a minimal c-
system of waves, c � ω∗(a, b). Then if b1 � a2, it follows that c1 � c2.

Proof. By the corollary to Theorem 3.8, it is sufficient to consider the case

c > ω∗(a, b), c1 = c, a1 = a, b1 = u1.

Let us assume that the theorem is not true: c2 > c. Then c2 = ω∗(u1, b2) (see
Theorem 3.8). Since c < c2, there exists a solution p(u) of equation (2.7), satisfying
the conditions p(b2) = 0, p(u) < 0 for u ∈ [u1, b2), on the basis of Theorem 2.2.
Extending it to the left, we obtain p(u)< 0 for u ∈ [a, b2) (see Figure 3.9). We note
that p(a) < 0 by the definition of number u1 in the statement of Theorem 3.15.
Consequently,

c � ω∗(a, b2) � ω∗(a, b2) � ω∗(a, b),

and we have a contradiction. This completes the proof of the theorem.

Theorem 3.17. If c1 > c2 � ω∗(a, b), then

R0(u; c1) � R0(u; c2) for u ∈ [a, b].

Proof. We can assume that c2 > ω∗(a, b), since in the case of equality,
R0(u, c2) is the minimal system of waves.
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Let τci(u; a, ui), i = 1, 2, be left waves belonging to R0(u; ci). We show that
u1 � u2. Indeed, let us assume the contrary: u1 > u2. Let p(u) be a solution
of equation (2.7) for c = c2, satisfying the condition p(u1) = 0. Moreover, the
inequality p(u) � τc1(u; a, u1) will also be satisfied, since c2 < c1. Further, by virtue
of the inequality c2 > ω∗(a, b), there exists a solution p(u) = q(u) of equation (2.7)
for c = c2, satisfying the conditions

q(a) = 0, q(u) < 0 for u ∈ (a, b]

(see Figure 3.10). It follows from this that p(a) = 0, which contradicts the fact that
R0(u; c2) is a minimal c2-system of waves.

If u1 = u2, then
τc1(u; a, u1) � τc2(u; a, u2)

for a � u � u1, while for u1 � u � b,

R0(u; c1) = R0(u; c2)

since this is the minimal system of waves.
We consider the case u1 < u2. If, for some u∗, R0(u∗; c1) < R0(u∗; c2), we

then denote by τc(u; a1, b1) a function belonging to the system R0(u; c1) for which
u∗ ∈ (a1, b1). Then a1 < u2, since otherwise R0(u; c2) would not be the minimal
system of waves on the interval [u2, b]; u2 < b1. Noting that c > c2, we carry
out constructions precisely as we did in the preceding portion of the proof, i.e., we
construct a function p(u) for which p(b1) = 0, etc. (see Figure 3.10), and we arrive
at a contradiction. This completes the proof of the theorem.

Theorem 3.18. If c � ω∗(a, b), c0 � ω∗(a, b), and c→ c0, then

R0(u; c)→ R0(u; c0),

uniformly with respect to u.

Proof. It is sufficient to consider the cases c > c0 and c < c0 individually.
In the first case we denote by τc(u; a, b1) and τc0(u; a, b0) left waves of the systems
R0(u; c) and R0(u; c0), respectively. For c sufficiently close to c0 we have b1 = b0,
since, by virtue of Theorem 3.14, a wave exists for a half-interval of speeds and,
therefore, for c > c0 and sufficiently close to c0, an [a, b0]-wave exists. Moreover,
τc(u; a, b0) is close to τc0(u; a, b0), uniformly with respect to u. For u > b0, R0(u; c)
and R0(u; c0) coincide as minimal systems of waves.
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For c↗ c0, R0(u; c) � R0(u; c0) and increases with c, and therefore has a limit,
which we denote by G(u). Obviously, G(u) � R0(u; c0) and is a c0-system of waves.
Consequently, G(u) = R0(u; c0) since R0(u; c0) is a minimal c0-system of waves.
Thus the theorem is proved.

Minimal c-systems of waves were introduced above for sources of the second
type on the interval [a, b] (monostable case) for the case in which point a is unstable.
It is obvious that for the second case, where point b is unstable, all definitions and
proofs are analogous.

For sources of the third type, wherein points a and b are unstable, it is necessary
to introduce somewhat more complex systems of waves, which we refer to as minimal
c±-systems. They differ from minimal c-systems in that for them we are given not
only the speed of the wave abutting point a(c+), but also the speed of the wave
abutting point b(c−). If we denote the speeds of these waves in the minimal system
of waves by c+0 and c−0 , then the minimal c±-systems of waves will exist for c+ � c+0
and c− � c−0 .

§4. Properties of solutions of parabolic equations

4.1. Existence of solutions of the Cauchy problem and behavior of
solutions as x→∞. We consider the Cauchy problem for the quasilinear equation

∂v

∂t
=
∂2v

∂x2
+ F (x, t, v),(4.1)

v(x, 0) = f(x),(4.2)

where F (x, t, v) is a bounded continuous function, given for all real x, v, t � 0,
and satisfying a Lipschitz condition with respect to v and x; f(x) is a bounded
piecewise-continuous function with a finite number of points of discontinuity. We
shall assume that at each discontinuity point x0 the following limiting values exist:

f+(x0) = lim
x↘x0

f(x), f−(x0) = lim
x↗x0

f(x).

We have the following theorem concerning nonlocal existence of solutions of prob-
lem (4.1), (4.2) [Kolm 1].

Theorem 4.1. There exists one and only one function v(x, t), bounded for
bounded values of t, which for t > 0 satisfies equation (4.1) and, for t = 0, is equal
to f(x) at all points of continuity of this function.

More general results are known concerning nonlocal existence of solutions of
the Cauchy problem; however, this theorem is sufficient for what follows. We
remark that throughout this chapter our concern is with the existence of a classical
solution, i.e., we assume that it has continuous derivatives with respect to x up to
the second order inclusive, and a continuous first order derivative with respect to t
in an arbitrary domain, where it is defined (but not necessarily in its closure) and
continuous up to the boundary of the domain of definition at those points where the
corresponding boundary (initial) functions are continuous. A proof of this theorem,
and also a proof of Theorem 4.2, is given in Chapter 5 for systems of equations.
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Theorem 4.2. Let us assume that the limits

lim
x→±∞

f(x), lim
x→±∞,v→v0

F (x, t, v)

exist for arbitrary fixed values v0 and t > 0. Then the function v±(t) = lim
x→±∞

v(x, t)

is defined and satisfies the equation

dv±
dt

= F (±∞, t, v±), v±(0) = f(±∞).

The following theorem concerns a solution of the Cauchy problem

∂u

∂t
=
∂2u

∂x2
+ F (u),(4.3)

u(x, 0) = f(x).(4.4)

Later in this section we assume that F (u) ∈ C2[0, 1],

F (0) = F (1) = 0,

0 � f(x) � 1 for all x, and we shall use the notation α = F ′(0).
In the following two theorems we assume that f(x)→ 0 as x→∞.

Theorem 4.3. Let k and c be given real numbers, and let λ be a real root of
the equation λ2 − cλ + α = 0. If f(x)eλx → k as x → ∞, then for each t > 0,
u(x+ ct, t)eλx → k as x→∞.

Proof. Let us set

u1(x, t) = u(x+ ct, t)eλx, u2(x, t) = u1(x− (c− 2λ)t, t).

Then function u2(x, t) satisfies the equation

∂u2
∂t

=
∂2u2
∂x2

+
(
λ2 − cλ+ F (u)

u

)
u2, u2(x, 0) = f(x)eλx.

According to Theorem 4.2, u2(x, t) → k as x → ∞, whence u1(x, t) → k. This
completes the proof of the theorem.

Corollary 1. If f(x)eλx → k as x → ∞ for some λ, then u(x, t)eλx →
ke(λ

2+α)t as x→∞.

The proof is obvious.

Corollary 2. If (ln f(x))/x → −λ as x → ∞, then (lnu(x, t))/x → −λ as
x→∞.

Corollary 3. If f(x) = 0 for x � x0 for some x0, then (ln u(x, t))/x→ −∞
as x→∞.

A proof of the last two corollaries may be obtained from estimates of the
function f(x) and, consequently, of the solution u(x, t) in terms of an exponentially
decreasing function.
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Later in this subsection we assume that f(x) has a continuous first derivative.
In this case it is easily verified that function ω(x, t) = u′(x, t) is a solution of the
Cauchy problem

∂ω

∂t
=
∂2ω

∂x2
+ F ′(u)ω, ω(x, 0) = f ′(x)

(F ′(u) = dF/du, u′ = ∂u/∂x).

The proof of the following theorem is similar to that of Theorem 4.3.

Theorem 4.4. Let f ′(x)eλx → k as x → ∞, and let λ2 − cλ + α = 0. Then,
for each fixed value of t, u′(x+ ct, t)eλx → k as x→∞.

Corollary 1. If f ′(x)eλx → k as x → ∞, then u′(x, t)eλx → ke(λ
2+α)t as

x→∞.

Corollary 2. If f(x)eλx → k, f ′(x)/f(x) → −λ as x → ∞, then, for each
fixed value of t, u′(x, t)/u(x, t)→ −λ as x→∞.

The proof of these corollaries is obvious.
Here we have considered the behavior of solutions as x → ∞ in some detail

since, in many cases, it determines the behavior of solutions as t→∞.

4.2. Positiveness and the set of zeros of solutions of a linear equation.
In this subsection we consider the linear equation

(4.5) Lv = 0,

where

(4.6) Lv =
∂v

∂t
− ∂

2v

∂x2
− a(x, t)∂v

∂x
− b(x, t)v.

Equation (4.5) will be considered in a domain D of the (x, t)-plane lying in the strip
0 < t < T . Functions a(x, t) and b(x, t) are assumed to be given in D, and, along
with the derivative ∂a/∂x, are assumed to be bounded and continuous in domainD.
We present some theorems on positiveness of solutions of equation (4.5), necessary
for what follows, and we then use them to study sets of zeros of solutions of this
equation.

We denote by Γ a part of the boundary of domainD lying in the strip 0< t < T ,
and by ΓT an interval belonging to the boundary of domain D and lying on the
line t = T . Next, following [Fri 1], for an arbitrary point P0 = (x0, t0) ∈ D + ΓT ,
we denote by S(P0) a set of points Q in D+ΓT , such that they can be joined with
P0 by a simple continuous curve lying in D+ΓT along which coordinate t does not
decrease from Q to P0. As for v(x, t), we assume that it is a bounded function in
D, which, together with its derivatives up to the second order with respect to x
and up to the first order with respect to t, is continuous in D + ΓT .

Theorem 4.5. If v � 0 (v � 0) in S(P0), Lv � 0 (Lv � 0) in S(P0), and
v(P0) = 0, then v ≡ 0 in S(P0).

A proof of this theorem is given in [Fri 1].
Let Γ0 be the intersection of the closure D of domain D with the axis t= 0. As

for function v, we assume, in addition, that it is continuous in D, except possibly
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in a set of points on Γ0 of H-measure 0. Here H is one-dimensional Hausdorff
measure.

Lemma 4.1. Let D be a bounded set, let Lv � 0 in D, and let v(P0) > 0 at
some point P0 = (x0, t0) ∈ D. Then the set of points on Γ with t < t0, at which
function v is positive, has positive H-measure.

Proof. Let Γ∗ be the part of set Γ with t < t0. Let us assume that the
assertion of the lemma is false: the set γ of points on Γ∗, at which function v is
positive, has H-measure zero. Let k be a number: 0 < k < v(P0). Let w = v − k,
and let G be the set of points of domain D for which w > 0.

The closure G of domain G can have an intersection with Γ∗ only on a set of
points of discontinuity of function v, and, therefore, this intersection lies on the
line t = 0. Indeed, if point P ∈ G ∩ Γ∗ is a point of continuity of function v, then
v(P ) � k > 0. Consequently, v(Q) > 0 for points Q lying in some neighborhood of
point P in D, and, therefore, the set of points on Γ∗ at which v > 0 has positive
H-measure, which contradicts our assumption.

Consider now the intersection ∆τ of set G with line t = τ . We show that there
exists a positive number ε such that

(4.7)
∫
∆ε

w(x, ε) dx <
∫
∆t0

w(x, t0) dx.

Since w(P0) > 0, the right-hand side of (4.7) is then positive, and inequality (4.7)
will be proved if we can show that the left-hand side tends towards zero as ε→ 0.
Since w(x, t) is bounded in D, it is then sufficient to show that

(4.8) H(∆ε)→ 0 as ε→ 0.

We show this now. Set γ lies on line t = 0 and H(γ) = 0. We cover γ by disks, the
sum of whose diameters is less than δ, where δ > 0 is an arbitrary given number.
We show that ε > 0 can be specified so that

(4.9) H(∆ε) < δ.

We denote this covering of set γ by K. We show that for some ε,

(4.10) ∆ε ∈ K.

Let us assume the contrary to be true. Then there exists a sequence of values of ε,
converging to zero, and a sequence of points Pε ∈ ∆ε, Pε /∈ K. For limit point P∗
we have v(P∗) � k; this point lies on the line t = 0, so that P∗ ∈ γ, which is not
possible since P∗ is not an interior point of set K. Thus, we have established (4.10),
from which (4.9) obviously follows.

Thus we have shown that there exists a number ε > 0 such that inequality (4.7)
holds. In what follows, in the course of proving the lemma, we shall assume that
ε < t0 is chosen so that (4.7) is valid.

Let Gε be the part of domain G included in the strip ε < t < t0. It is obvious
that the closure Gε of domain Gε belongs to D, and, therefore, function v, together
with its derivatives up to the second order with respect to x and up to the first
order with respect to t, is continuous in Gε. This is obviously also the case for
function w, so that Lw is a continuous function in Gε.
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Temporarily, let us make the following assumption:

(4.11) b � 0, −∂a
∂x

+ b � 0,

in D.
From the first of these inequalities it follows that

Lw � 0

in Gε. We write Lw in the form

Lw = L0w +
(∂a
∂x
− b
)
w,

where

(4.12) L0w =
∂w

∂t
− ∂

∂x

(∂w
∂x

+ aw
)
.

From (4.11) we obtain

(4.13) L0w � 0

in Gε. Further, we have

(4.14)
∫∫
Gε

∂w

∂t
dx dt =

∫∫
Πε

χ
∂w

∂t
dx dt =

∞∫
−∞

dx

t0∫
ε

χ
∂w

∂t
dt,

where Πε is the strip ε < t < t0, and χ is the characteristic function of set Gε.
For each x function χ(x, t) is either equal to zero or is the characteristic function
of a finite or countable number of intervals. Function w(x, t) is different from zero
only on those endpoints of intervals which are on the sets ∆t0 and ∆ε, the latter
being sections of domain Gε by the lines t = t0 and t = ε. Therefore, from (4.14)
it follows that ∫∫

Gε

∂w

∂t
dx dt =

∫
∆t0

w(x, t0) dx−
∫
∆ε

w(x, ε) dx > 0.

Here we have taken inequality (4.7) into account. From this, (4.12), and (4.13), it
follows that

(4.15)
∫∫
Gε

∂

∂x

(∂w
∂x

+ aw
)
dx dt > 0.

On the other hand, calculation of this integral can be carried out directly:

(4.16)
∫∫
Gε

∂

∂x

(
∂w

∂x
+ aw

)
dx dt =

∫ t0

ε

dt

∫ ∞

−∞
χ
∂

∂x

(
∂w

∂x
+ aw

)
dx � 0.

To prove this inequality we evaluate the inner integral; to this end we consider
intervals obtained in sections of domain Gε by the lines t = const, ε < t < t0.
Let (α, β) be one such interval. Function w(x, t) is nonnegative in this interval
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and vanishes at its endpoints. This latter property follows from the fact that the
boundary of Gε has no points in common with Γ. Thus,

∫ β

α

∂

∂x

(
∂w

∂x
+ aw

)
dx =

∂w

∂x

∣∣∣∣
β

− ∂w
∂x

∣∣∣∣
α

� 0,

since, obviously,

∂w

∂x

∣∣∣∣
β

� 0,
∂w

∂x

∣∣∣∣
α

� 0.

The contradiction in signs in (4.15) and (4.16) proves the lemma under the
assumption (4.11). If inequality (4.11) does not hold, we then make the substitution
z = v exp(−kt). Obviously, z satisfies the inequality

∂z

∂t
− ∂

2z

∂x2
− a∂z

∂x
− (b − k)z � 0.

It is clear that k can be selected so large that, for the operator just obtained,
conditions of the form (4.11) are satisfied. The lemma is therefore true for z.
Consequently, it is also true for v. This completes the proof of the lemma.

Theorem 4.6. If Lv � 0 in D, and v � 0 on Γ with the possible exception of
a set of H-measure zero, then v � 0 in D.

Proof. First, let us assume that domain D is bounded. Further, let us
assume that the theorem is not true: v(P0) < 0 at some point P0 ∈D. For function
u = −v we conclude, on the basis of the lemma, that the intersection with Γ of the
set of points where u is positive has positive H-measure, and this contradicts our
hypothesis.

It remains then to consider the case where domain D is unbounded. We change
to a new variable:

(4.17) w(x, t) = v(x, t) sechx.

Then

sechx · Lv = L1w � 0 in D,

where

L1w =
∂w

∂t
− ∂

2w

∂x2
− a∂w

∂x
− bv,

a(x, t) = a(x, t) + 2 thx,

b(x, t) = 1 + a(x, t) th x+ b(x, t).

It is sufficient to prove the theorem for operator L1 and function w.
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We assume at first that

(4.18) b(x, t) � 0

in D. We consider the function

z = w + ε, where ε > 0.

Then L1z = L1w − bε � 0. From (4.17) it follows that

|w(x, t)| � sup
0�t�T

|v(x, t)| sechx −−−−→
|x|→∞

0.

Therefore, for |x| = R, where R is a sufficiently large number, z(x, t) > 0. Consider
now the domain DR = D ∩ {|x| < R}. On the boundary of this domain, function
z is positive for t < T , with the exception, possibly, of a set of H-measure zero.
Therefore, from what has been proved, z(x, t) ≡ w(x, t) + ε � 0 in DR. For each
fixed (x, t) ∈ D we pass to the limit as ε→ 0. We obtain w(x, t) � 0.

Thus the theorem has been established under assumption (4.18). The general
case may be reduced to the case considered, as was done in the proof of the lemma,
by the substitution z = w exp(−kt) for k sufficiently large. This completes the
proof of the theorem.

A simple consequence of this theorem is the following uniqueness theorem.

Theorem 4.7. If Lv = 0 in D and v = 0 on Γ, except possibly on a set of
H-measure zero, then v = 0 in D.

In our later study of quasilinear equations, the structure of the set of zeros of
solutions of the linear equation will play a large role. We present these results for
a more particular form of domain D, sufficient for what follows.

Consider functions xi(t), i=1, 2, given for t� 0, and which satisfy x1(t)<x2(t).
We assume that x1(t) is bounded or that x1(t) ≡ −∞; function x2(t) is bounded
or x2(t) ≡ +∞. If functions xi(t) are bounded, they are assumed to be continuous.
By domain D we shall mean the domain included between the curves xi(t), i= 1, 2,
and the lines t = 0, t = T .

The following positiveness theorem for the domain D considered is a direct
consequence of Theorems 4.5 and 4.6.

Theorem 4.8. If Lv � 0 in D and v � 0 on Γ, except, possibly, for a set of
H-measure zero, then v � 0 in D. If, moreover, v > 0 at some point of continuity
(x1, t1) ∈ Γ, then v > 0 in D + ΓT for t1 � t � T .

We turn now to the question concerning the structure of the set of zeros of
a solution of the equation Lv = 0. We show, under specified conditions, that
this is a connected set in the sections ∆(t) of domain D. This will follow from
Theorems 4.9 and 4.10, presented below and clarified in greater detail. At first,
we introduce classes A and A0 of functions, given on curve S, homeomorphic to
the interval (0, 1). This homeomorphism determines the ordering of points on S:
P1 < P2 if for corresponding points p1 and p2 of the interval (0, 1) we have the
inequality p1 � p2.

Definition 4.1. Function f , given on S, belongs to class A if, for an arbitrary
point P0 ∈ S such that f(P0) > 0, the inequality f(P ) > 0 is satisfied for all P ∈ S;
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P > P0, and, for an arbitrary point P0 ∈ S such that f(P0) < 0, the inequality
f(P ) < 0 is satisfied for all P ∈ S; P < P0.

Definition 4.2. Function f , given on S, belongs to class A0 if, for an arbitrary
point P0 ∈ S such that f(P0) > 0, the inequality f(P ) � 0 is satisfied for all P ∈ S;
P > P0, and for an arbitrary point P0 ∈ S such that f(P0) < 0, the inequality
f(P ) � 0 is satisfied for all P ∈ S; P < P0.

Thus, class A0 differs from class A only by the fact that nonstrict inequalities
are involved. In the definition given above, orientation of S is essential. We indicate
now how curves encountered in the sequel are oriented. Recall that Γ is a part of
the boundary of domain D for t < T . Obviously, in the case considered, Γ is
homeomorphic to the interval (0, 1). We shall assume curve Γ is oriented so that,
as one moves along Γ from point P1 to point P2, P1 < P2, domain D stays to the
left.

We consider sections ∆(t0) of domain D by line t= t0 for 0< t0 <T . Obviously,
∆(t0) is homeomorphic to the interval (0, 1). We shall assume that (x1, t0)< (x2, t0)
if x1 � x2.

Theorem 4.9. Let v be a solution of equation Lv = 0. If v ∈ A0 on Γ, then
v ∈ A in section ∆(t0) of domain D for 0 < t0 < T .

Proof. Let v(x0, t0) > 0 at some point P0 = (x0, t0) ∈ D. We denote by
S+(P0) the set of all points Q ∈ D which can be joined to point P0 by a broken
line along which coordinate t does not decrease from Q to P0 and v(x, t) > 0. We
denote by Λ the set of such broken lines, and we let Γ+ be the part of the boundary
of the set S+(P0) lying in the half-plane t < t0.

We show that if Q ∈ D ∩ Γ+, then v(Q) = 0. Let us suppose that this is not
so, i.e., that there exists a point P1 ∈ D ∩ Γ+ such that v(P1) > 0. Consider the
rectangle

Π = {(x, t) : x1 − ε < x < x1 + ε, t1 − ε < t < t1 + ε},

where ε is so small that Π ⊂ D and, in it, v > 0. Let P2 = (x2, t2) be an arbitrary
point, belonging simultaneously to the sets Π and S+(P0), and let l be a broken
line from Λ, joining P2 and P0. Further, let P3 = (x2, t1 + ε), and let P2P3 be a
segment joining points P2 and P3. Applying Theorems 4.5 and 4.6 to the domain
bounded by the segment P2P3, the line t = t1 + ε, and the part of the broken line
l with t < t1 + ε, we find that P3 ∈ S+(P0) and, consequently, that Π ⊂ S+(P0),
which leads to a contradiction. Thus we have shown that the function v vanishes
on the set D ∩ Γ+.

Function v, by virtue of Theorem 4.7, is positive on a set of positive measure
on Γ+. All points of this set, according to what has been proved, must belong to
Γ. Thus there exists a set M of positive H-measure, belonging to Γ+ ∩ Γ, on which
function v is positive. Since the set of points of discontinuity of function v has
H-measure zero, we can then select a point P∗ = (x∗, t∗) ∈ M , which is a point of
continuity of v and coincides with neither xi(0) nor xi(t0), i = 1, 2.

We show that point P0 can be joined to boundary Γ by a broken line l∗ belonging
to domain D, except for one end of it, on which coordinate t does not decrease
when moving towards point P and on which v > 0. With this in mind, we select a
neighborhood Ω of point P∗ in D so small that v > 0 and t < t0 in this neighborhood.
Since P∗ ∈ Γ+, there exist a point P1 ∈ S+(P0)∩Ω and a broken line l1 ∈ Λ, joining
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P1 with P0. We connect P1 with a point P ∗ ∈ Γ by a segment lying in Ω, except
for its endpoint. As such a segment, we take P1P∗, if t∗ = 0, or a segment parallel
to the x-axis, if t∗ > 0. We obtain the desired broken line l∗.

Without loss of generality, we can assume that the broken line we have con-
structed intersects line t = t0 at only one point, since, otherwise, the single point
of intersection could be attained by a small rotation of the link of the broken line
lying on the line t = t0.

We now consider domain G bounded by broken line l∗, a part of curve Γ for
t� t0, consisting of points P >P ∗, and the part of the line t= t0 for x0 � x<x2(t0).
Since by a condition of the theorem v ∈ A0 on Γ and v > 0 at point P ∗, it follows
that v � 0 for P > P ∗ on Γ. Applying Theorems 4.5 and 4.6 to domain G, we find
that v > 0 on line t = t0 for x0 � x < x2(t0).

In exactly the same way we show that if v(P0) < 0, then v < 0 for t = t0,
x1(t) < x � x0. Consequently, v ∈ A on ∆(t0). This completes the proof of the
theorem.

We present yet another theorem of this kind. Here we impose an additional
restriction on function v(x, t) if x1(t) or x2(t) is finite. Recall that function v(x, t),
together with the derivatives entering into operator L, are assumed to be continuous
in domain D +ΓT . Considering the function v(x, t) in the closure D of domain D,
we assume the following conditions to be satisfied: 1) function v(x, t) is continuous
in D, except, possibly, for a set of points of H-measure zero belonging to an open
interval lying in the intersection of D with the x-axis; 2) if xi(t), i = 1, 2, is finite,
then the derivative v′(x, t) exists and is continuous (with respect to D) at each
point of the curve x = xi(t), 0 � t � T , on which v(x, t) = 0.

Remark. In applications to nonlinear equations the requirement for existence
of the derivative v′(x, t) only at points at which v(x, t) = 0 on curves x = xi(t)
makes it possible to consider piecewise-continuous initial functions in the Cauchy
problem and does not require existence of the derivative (see Theorem 5.4).

Theorem 4.10. Let v be a solution of the equation Lv = 0 in domain D,
satisfying the following condition: if xi(t), i = 1, 2, is finite and v(xi(t), t) = 0,
then v′(xi(t), t) > 0 (0 � t � T ). Then if v ∈ A0 on ∆(0), then v ∈ A on ∆(t) for
0 < t < T .

Proof. The case x1(t) ≡ −∞, x2(t) ≡ +∞ was considered in the preceding
theorem.

We begin with the case in which both functions x1(t) and x2(t) are finite. We
assume that for some t ∈ (0, T ) the function v does not belong to class A on ∆(t).
We denote by t0 the infimum of all t for which v does not belong to class A on
∆(t). Let us assume at first that t0 > 0. Let P1 = (x1(t0), t0), P2 = (x2(t0), t0) (see
Figure 4.1).

We construct neighborhoods Ω1 and Ω2 of points P1 and P2 in D, such that in
each of these neighborhoods either function v is different from zero or v′ > 0.
By a condition of the theorem this is possible. Consider, next, the rectangle
Π = Q1Q2S2S1:

(4.19) x1(t0) + ε1 � x � x2(t0)− ε1, t0 − ε2 � t � t0 + ε2.

Numbers ε1 > 0 and ε2 > 0 are chosen so small that the following conditions are
satisfied:
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t

x1(t)

P1

S1
R1

x2(t)

S2

R2

Q2

Ω1
Ω2

P2

x

Q1

Figure 4.1

1) Π ⊂ D;
2) Q1, S1 ∈ Ω1, Q2, S2 ∈ Ω2;
3) Function v does not vanish on the intervals [Q1, S1] and [Q2, S2] and on the

half-intervals (P1, R1] and [R2, P2).
We show that such a choice is possible. Actually, if v �= 0 in a neighborhood

being considered, this is obvious. But if, for example, v(P1) = 0, then, by a
condition of the theorem, v′ > 0 at this point. Therefore, for ε1 sufficiently small,
the function is positive on the half-interval (P1, R1], and, for ε2 sufficiently small,
it is positive on [Q1, S1]. Similarly for point P2, except that the function there is
negative.

According to the definition of number t0, function v belongs to class A on
∆(t0 − ε2). Taking into account the fact that v does not vanish on the intervals
[Q1, S1] and [Q2, S2], we find that v ∈ A on the broken line S1Q1Q2S2. Applying
Theorem 4.9 to the rectangle Π, we find that v ∈ A in a section of this rectangle
by a line t = τ for t0 − ε2 < τ < t0 + ε2.

According to the definition of number t0, we can find a number t1, t0 � t1 <
t0+ ε2, such that v /∈A on ∆(t1). But since v ∈A in a section of rectangle Π by line
t = t1, then, outside of this rectangle, at some point (x1, t1), x1(t1) < x1 < x2(t1),
we have v(x1, t1) = 0, v′(x1, t1) � 0. We obtain a contradiction, since point (x1, t1)
cannot, by their construction, belong to neighborhoods Ω1 and Ω2.

We have thus proved the theorem in the case of xi(t) finite and t0 > 0. We
consider now the case t0 = 0. In this case we consider the rectangle R1R2S2S1.
Numbers ε1 and ε2 are chosen in a manner similar to the preceding. Since, by
definition, v ∈ A0 on ∆(0), it is then easy to see that v ∈ A0 on the broken line
S1R1R2S2. Therefore, applying Theorem 4.9 to the rectangle under consideration,
we find that v ∈ A in its sections. This, as before, leads to a contradiction.

To complete the proof of the theorem we need only consider the case in which
one of the functions xi(t) becomes infinite. In this case the proof is exactly the
same, except that here, instead of rectangles, we consider half-strips. For example,
if x2(t) =∞, then, instead of rectangle (4.19), we take the half-strip

x1(t0) + ε1 � x, t0 − ε2 � t � t0 + ε2.

The theorem is proved.
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Theorems 4.9 and 4.10 enable us to draw a conclusion concerning connectivity
of the set of zeros of solutions of the equation Lv = 0. Indeed, if function v belongs
to class A, then, obviously, the set of its zeros is connected (not excluding here the
empty set of zeros). Therefore, when the conditions for Theorem 4.9 or 4.10 are
satisfied, we can conclude that the set of zeros of solutions of equation Lv = 0 is
connected in sections ∆(t) of domain D.

4.3. Comparison theorems for quasilinear equations. As a consequence
of the theorems on positiveness of solutions of linear equations, presented in the
preceding section, we obtain comparison theorems for solutions of the Cauchy
problem (4.1), (4.2) [Kolm 1].

Let us assume that functions F (x, t, v) and f(x) satisfy the conditions of
§4.1, and, in addition, for simplicity, that F (x, t, v) has continuous and bounded
derivatives for −∞ < x < +∞, t � 0, and v bounded. Then, for t > 0 and for all x:

1. If F̃ (x, t, v) satisfies the same conditions as F (x, t, v), if ṽ(x, t) is a solution
of the corresponding Cauchy problem, and if F̃ (x, t, v) � F (x, t, v), then
ṽ(x, t) � v(x, t).

2. If f1(x)� f2(x) and vi(x, t), i=1, 2, are solutions with the initial conditions
vi(x, 0) = fi(x), then v1(x, t) � v2(x, t).

3. If f(x)� 0 and F (x, t, 0) = 0, then v(x, t)� 0. If f(x)� 1 and F (x, t, 1) = 0,
then v(x, t) � 1.

4. If f(x) � 0, f(x) �≡ 0, and F (x, t, 0) = 0, then v(x, t) > 0.
All these properties are obviously satisfied for solutions of the Cauchy prob-

lem (4.3), (4.4). (Here and later we assume that F (u) is a continuously differentiable
function.) For this case we present two more simple propositions.

5. If f(x) is a nonincreasing function, not identically equal to a constant, then
u(x, t) decreases monotonically with respect to x for each t > 0.

This follows from Theorem 4.8, applied to the difference u(x + h, t) − u(x, t),
where for h we can take an arbitrary constant.

6. If f(x) is a twice continuously differentiable function and

f ′′ + F (f) � 0,

then u(x, t) is nonincreasing with respect to t for each fixed x.
This follows from Theorem 4.8, applied to ∂u/∂t. We refer to f(x) in this case

as an upper function. We define a lower function similarly.
If as upper (lower) functions we have f1(x) and f2(x), then the solution u(x, t)

of the Cauchy problem (4.3), (4.4) is nonincreasing (nondecreasing) for f(x) ≡
min(f1(x), f2(x)) (f(x) ≡ max(f1(x), f2(x))).

All these propositions carry over in an obvious way to the Cauchy problem

∂u

∂t
=
∂2u

∂x2
+ c
∂u

∂x
+ F (u),(4.20)

u(x, 0) = f(x),(4.21)

where c is a constant.
We note also that for problems (4.3), (4.4) and (4.20), (4.21), if F (0) = F (1) = 0

and 0 � f(x) � 1, then from estimates of the solution 0 � u(x, t) � 1 there follow
estimates of the derivatives u′(x, t), u′′(x, t), and u̇(x, t), independent of x, t (for
t � t0 > 0) and the initial condition f(x) (see Chapter 5, §5).
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We now turn our attention to the less traditional comparison theorems for
quasilinear equations. (These are sometimes referred to as comparison theorems
on the phase plane.) These theorems are conveniently formulated for functions
p(u, t), which associate to a solution u(x, t) its derivative u′(x, t). We give a precise
definition of function p(u, t).

We consider the Cauchy problem (4.3), (4.4), and we assume that the initial
condition f(x) is a bounded piecewise-continuous, piecewise-smooth function with
a finite number of points of discontinuity for the function and its derivative, for
which, at each point, the following limits exist:

lim
x↘x0

f(x), lim
x↗x0

f(x), lim
x↘x0

f ′(x), lim
x↗x0

f ′(x).

Moreover let us assume that f(x) is a monotonically nonincreasing function, not
identically equal to a constant. Then for each t > 0, u(x, t) is a monotonically
decreasing bounded function, continuous along with its derivative u′(x, t). For
arbitrary u, u(+∞, t)< u < u(−∞, t), we set p(u, t) = u′(x, t), where x is such that
u(x, t) = u.

We introduce some notation. If it is required to indicate the dependence on the
initial condition, we shall write u(x, t; f) and p(u, t; f). We write u±(t) or u±(t, f)
to denote the function u(±∞, t; f), so that, in particular, u±(0; f) = f(±∞).
In certain cases it is convenient also to use the notation fh(x) = f(x + h) and
fih(x) = fi(x+ h).

Theorem 4.11. Let functions f1(x) and f2(x) satisfy the conditions given
above (in the definition of p(u, t)) and

(4.22) 0 � f2(+∞) � f1(+∞), f1(−∞) � f2(−∞) � 1.

If f1(x+ h)− f2(x) ∈ A0 (see §4.2) for arbitrary h, then for t > 0

(4.23) p(u, t; f2) � p(u, t; f1), u+(t; f1) < u < u−(t; f1).

Proof. Since functions u±(t; fi), i = 1, 2, satisfy equation du/dt = F (u)
(see Theorem 4.2), it then follows from inequalities (4.22) that in the interval
I = (u+(t; f1);u−(t, f1)) the function p(u, t; f2) is defined.

For arbitrary preassigned t > 0 and u ∈ I we can select h so that

u(x, t; f1h) = u(x, t; f2) = u.

Function

v(x, t) = u(x, t; f1h)− u(x, t; f2)

satisfies the linear equation (4.5), where a = 0, coefficient b can be easily found,
and v(x, 0) ∈ A0. By virtue of Theorem 4.9, v(x, t) ∈ A(t) for t > 0, whence
inequality (4.23) follows. This completes the proof of the theorem.

Before discussing the implications of this theorem, we define function p(u, t)
for t = 0, limiting ourselves, for simplicity, to strictly monotonic continuous initial
conditions. Let f(+∞) < u < f(−∞), and let x0 be a solution of equation
f(x) = u. If the derivative f ′(x) is continuous at point x0, we then set, as before,
p(u, 0) = f ′(x0). But if the derivative undergoes a discontinuity at this point, we
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shall then consider function p to be many-valued at this value of u and to take on
all values between lim

x↗x0
f ′(x) and lim

x↘x0
f ′(x).

Corollary 1. Let the inequalities (4.22) be satisfied. If

(4.24) p(u, 0; f2) < p(u, 0; f1), u+(0; f1) < u < u−(0; f1),

then inequality (4.23) holds for all t > 0.

Remark. At points where the functions p(u, 0; fi) are many-valued, inequal-
ity (4.24) is to be understood in the sense that all values of function p(u, 0; f1)
are larger than all values of function p(u, 0; f2), although this condition can be
weakened for those u for which both functions are many-valued.

Proof. It is sufficient to show that f1(x + h) − f2(x) ∈ A0 for arbitrary h.
We show, for example, that inequality f1(x0 + h) > f2(x0) implies the inequality

f1(x+ h) � f2(x) for x > x0.

Let us suppose that this is not so, and that for some x1 > x0, f1(x1 + h) < f2(x1).
Then an x2 can be found, x0 < x2 < x1, such that f1(x2 + h) = f2(x2) and

lim
x↗x2

f ′1(x+ h) � lim
x↗x2

f ′1(x),

which contradicts inequality (4.24). This establishes the corollary.

We remark that propositions of this type can be formulated also for non-strictly
monotone piecewise-continuous initial conditions (if equation f(x) = u has no
solutions for f(+∞) < u < f(−∞), we then set p(u, 0) = −∞) and also for
nonmonotone initial conditions.

Corollary 2. Let χ(x) = 1 for x � 0 and χ(x) = 0 for x > 0. Then for each
u, 0 < u < 1, function p(u, t;χ) is monotonically nondecreasing with respect to t.

Proof. By virtue of the theorem for an arbitrary smooth monotonically
decreasing function f(x), 0 � f(x) � 1, we have the following inequality for t > 0:

p(u, t;χ) � p(u, t; f), u+(t; f) < u < u−(t; f).

Setting f(x) = u(x, t0;χ) for arbitrary t0, we obtain

p(u, t;χ) � p(u, t+ t0;χ), 0 < u < 1.

The corollary is thereby established.

The last proposition turns out to be essential in establishing the approach of
solutions to a wave. Behavior of this kind for a solution with initial function χ(x)
was observed in [Kolm 1] and is an important result of this paper.

Up to this point we have been concerned with solutions of the Cauchy problem
(4.3), (4.4). It is obvious that all the propositions presented remain valid for the
Cauchy problem (4.20), (4.21). We now present one of the versions of comparison
theorems on the phase plane for the boundary value problem

∂u

∂t
=
∂2u

∂x2
+ F (u), u(x, 0) = f1(x),(4.25)

u(xi(t), t) = ϕi(t), i = 1, 2,(4.26)

in domain D, consisting of points (x, t) for which x1(t) < x < x2(t), 0 < t < T .
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Function x1(t), as in §4.2, is continuous and bounded, or x1(t) ≡ −∞; function
x2(t) is continuous and bounded, or x2(t) ≡ ∞.

Theorem 4.12. Let solution u(x, t; f1) of problem (4.25), (4.26), along with
its derivative u′(x, t; f1), be continuous in D, and assume also that it decreases
monotonically with respect to x for each t, 0 � t � T . Further, let u(x, t; f)
be a solution of the Cauchy problem (4.3), (4.4), and assume also that it and its
derivative u′(x, t; f) are continuous and that u(x, t; f) decreases monotonically with
respect to x for 0 � t � T .

If the following conditions are satisfied,

u+(t; f) < ϕ2(t), ϕ1(t) < u−(t; f), t � 0,(4.27)

p(u, 0; f) < p(u, 0; f1), ϕ2(0) � u � ϕ1(0),(4.28)

p(ϕi(t), t; f) < p(ϕi(t), t; f1), t � 0, i = 1, 2,(4.29)

then, for t � 0,

(4.30) p(u, t; f) � p(u, t; f1), ϕ2(t) � u � ϕ1(t).

Proof. It is easy to see that function

v(x, t) = u(x, t; f1)− u(x, t; fh)

satisfies the conditions of Theorem 4.10 in domain D for arbitrary h. The rest of
the proof is carried out as was done in the preceding theorem. This completes the
proof of the theorem.

We remark that this theorem can be stated, omitting certain details, in a
form traditional for parabolic equations: If inequality (4.30) is satisfied for t < T
on the boundary of domain D∗ of the (u, t)-plane, the latter being defined by
ϕ2(t) < u < ϕ1(t), 0 < t < T , then it is also satisfied throughout the interior of the
domain. The theorem remains valid if the inequalities (4.28)–(4.30) are reversed.
It also admits various generalizations, which we shall not discuss here.

§5. Approach to waves and systems of waves

5.1. Concept concerning approach to a wave and a system of waves.
Let w(x) be a wave propagating with speed c, i.e., a monotonically decreasing,
twice continuously differentiable function, satisfying the equation

(5.1) w′′ + cw′ + F (w) = 0

and conditions at infinity:

w(−∞) = w−, w(+∞) = w+, w− > w+.

(As has already been mentioned, nonmonotone waves can also be considered. We
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shall show that they are unstable and, in this sense, hold no special interest.) If
u(x, t) is a solution of the Cauchy problem

∂u

∂t
=
∂2u

∂x2
+ F (u),(5.2)

u(x, 0) = f(x),(5.3)

then u(x+ ct, t) obviously satisfies the equation

∂u

∂t
=
∂2u

∂x2
+ c
∂u

∂x
+ F (u),

and the function w(x) is a stationary solution of this equation.

Definition 5.1. We shall say that solution u(x, t) of problem (5.2), (5.3)
approaches a wave uniformly if as t → ∞ we have, uniformly with respect to
x ∈ (−∞,∞), the convergence

(5.4) u(x+ ct, t)→ w(x − h),

where h is some number.

We note that the wave w(x) is invariant relative to a translation in x. The
number h, appearing in (5.4), depends on the initial conditions (5.3). On the other
hand, it is clear that, making a translation in x in the initial condition, we obtain
the result that the solution u(x, t), as well as its limit with respect to t, is translated
by this amount. Therefore, with no loss of generality, we can fix the wave, assigning
to it its value at zero:

(5.5) w(0) = w0,

where w0 is an arbitrary number between w+ and w−, assumed to be given.
It turns out to be the case, which we shall show in what follows, that in studying

the convergence of solutions of the Cauchy problem to a wave it is not sufficient to
consider only the uniform approach to a wave. Presently, we shall indicate other
forms of convergence important in the study of waves.

Definition 5.2. We say that solution u(x, t) of problem (5.2), (5.3) approaches
a wave in form if, for all sufficiently large t, there exists a unique solution of the
equation

(5.6) u(x, t) = w0

(which we denote by x =m(t)) and if we have the following convergence, uniformly
with respect to x:

(5.7) u(x+m(t), t)→ w(x) as t→∞.

Solution u(x, t) of problem (5.2), (5.3) approaches a wave in speed if

(5.8) m′(t)→ c as t→∞.

The descriptive interpretation of these definitions is obvious. In defining the ap-
proach in form we displace all curves, representing solutions of problem (5.2), (5.3),
in the (x, u)-plane in such a way that for all t they pass through point (0, w0), and
such curves converge uniformly to a wave. The meaning of convergence in speed is
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that the speed of the point at which solution u(x, t) of the nonstationary equation
has a given value tends towards the speed of the wave.

The following proposition shows how these kinds of convergence are interre-
lated.

Proposition 5.1. 1) Uniform approach of solution u(x, t) of problem (5.2),
(5.3) to a wave implies an approach in form and the convergence

(5.9) m(t)− ct→ h as t→∞.

2) Approach to a wave in form implies an approach in speed.
3) Approach to a wave in form and the convergence (5.9) implies uniform

approach to a wave.

Proof. Let

(5.10) v(x, t) = u(x+ ct+ h, t).

From (5.4) it follows that

(5.11) v(x, t)→ w(x) as t→∞

uniformly with respect to x. Let δ be an arbitrary small positive number. From (5.5)
and monotonicity of the wave, it follows that

w(−δ) > w0, w(δ) < w0.

By virtue of (5.11) we have

v(−δ, t) > w0, v(δ, t) < w0

for all sufficiently large t. This implies existence of a solution x = µ(t) of the
equation

(5.12) v(x, t) = w0,

satisfying the condition
|µ(t)| < δ.

In view of the arbitrariness of δ, we have

(5.13) µ(t)→ 0 as t→∞.

From (5.10) we now see that
x = m(t) ≡ µ(t) + ct+ h

is a solution of equation (5.6), and we conclude from (5.13) that (5.9) is valid.
To prove uniqueness of a solution of equation (5.12), we note, in view of the

monotonicity of wave w, that
|w(x) − w0| � ρ > 0

outside of interval |x| < 1. Therefore, by virtue of (5.11), there can be no solution
of equation (5.12) outside of this interval for sufficiently large t. Further, since the
derivative u′′(x, t) is uniformly bounded (see Chapter 5, §5), the convergence (5.11)
then implies the convergence v′(x, t) → w′(x) as t → ∞ and |x| < 1. In addition,
w′(x) < 0 (see §3.1). Therefore, v′(x, t) < 0 for |x| < 1 and sufficiently large
t. Thus v(x, t) is monotone in x for |x| < 1, and, consequently, the solution of
equation (5.12) is unique.
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To complete the proof of the first item of Proposition 5.1, it remains merely to
verify that (5.7) holds, i.e.,

(5.14) v(x+ µ(t), t)→ w(x),

uniformly with respect to x. This follows from the fact that v(x + µ(t), t) −
w(x + µ(t)) → 0, uniformly with respect to x, as t → ∞, by virtue of (5.11);
and w(x + µ(t)) − w(x) → 0, uniformly with respect to x, as t → ∞, by virtue
of (5.13).

We turn now to a proof of the second item of Proposition 5.1. Differentiating
equation u(m(t), t) = w0 with respect to t, we obtain

(5.15) m′(t) = −u
′′(m(t), t) + F (u(m(t), t))

u′(m(t), t)
.

Since the convergence (5.7) and the uniform boundedness of the derivatives u′′ and
u′′′ (see Chapter 5, §5) imply convergence of the derivatives

u′(m(t), t)→ w′(0), u′′(m(t), t)→ w′′(0),

the relation (5.8) then follows by virtue of (5.15).
We turn now to the last item of Proposition 5.1. Let µ(t) = m(t) − ct − h.

Then from (5.9) we obtain (5.13). For function v(x, t), defined by equation (5.10),
we have (5.14), by virtue of (5.7). Convergence (5.11) then follows from this and
from (5.13). The proposition is thereby proved.

We consider two basic kinds of convergence to a wave: uniform convergence and
convergence in form and speed. As shown in [Kolm 1], for the source F (u) and the
initial condition, considered therein, we have convergence to a wave in form and
speed, but not uniform convergence. On the other hand, in later papers (references
are supplied in the commentary to §6) it was shown that for some other kinds of
sources and initial conditions, we do have uniform approach to a wave.

It is clear from the proposition just proved that the difference between conver-
gence in form and uniform convergence may be reduced to the behavior of function
m(t) as t→∞; more precisely, its relationship with ct. We turn our attention now
to the fact that m(t) and ct describe the dependence on time of the displacement
of a point with a given value for a solution of the Cauchy problem and for a wave,
respectively. In the case of uniform convergencem(t)− ct tends towards a constant,
while in the case of convergence in form we can only assert that the derivative of
this difference tends towards zero. For the source considered in [Kolm 1], the
asymptotics of m(t) were found in later studies (see [McK 1, Uch 2]):

m(t) = h+ ct+ k ln t+ · · · ,

where k is a constant, from which the indicated difference is seen explicitly.
We make yet another remark concerning the relationship between m(t) and

c. Function m′(t) describes the speed of the displacement of point x, determined
from equation (5.6). For this speed we have equation (5.15). For the wave speed
we obtained the minimax representation (see §3.3, Theorem 3.14) in which the
expression used is, in fact, of the same form as the right-hand side of (5.15).
According to this representation, if u(x, t) is monotone in x, then the maximum of
the right-hand side of (5.15), taken over all w0 ∈ (w+, w−) with respect to which
m(t) is determined from (5.6), gives an upper estimate of the speed, while the
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minimum gives a lower estimate of the speed. (It is necessary here to specify the
class of initial conditions. For example, in case the wave is unique, f(x) can be
an arbitrary monotone piecewise-continuous function with corresponding values at
infinity.) Thus, at each instant of time, the wave speed is confined between the
smallest and the largest speeds for the motion of points on a solution profile of the
Cauchy problem.

In studying convergence of solutions of the Cauchy problem to a wave, com-
parison theorems on the phase plane introduced in §4.3 are useful. We consider
the case of monotone solutions u(x, t). Remarks concerning nonmonotone solutions
appear in the commentaries in §6. As in the formulation of comparison theorems,
we make use of function p(u, t), which puts the value of the derivative u′(x, t) into
correspondence with the value of u, where x is determined from the relationship
u(x, t) = u. We denote by p0(u) the corresponding function for a wave. As we did
earlier, we set u±(t) = limu(x, t) as x→ ±∞.

We define yet another kind of approach to a wave.

Definition 5.3. We say that a solution u(x, t) of problem (5.2), (5.3) ap-
proaches a wave in the phase plane if the convergence

(5.16) p(u, t)→ p0(u) as t→∞

holds for u ∈ (w+, w−), uniform on each closed subset of the interval (w+, w−), and

(5.17) u±(t)→ w± as t→∞.

We shall show below that convergence to a wave in form is equivalent to
convergence on the phase plane. Before giving this proof, we prove an auxiliary
lemma.

Lemma 5.1. Let function v0(x) be twice continuously differentiable on the
interval [x1, x2], and let function v(x, t) have a continuous second derivative with
respect to x, uniformly bounded with respect to t. We assume that v′0(x) < 0,
v′(x, t)< 0 for x∈ [x1, x2] and all t, and v(x0, t) = v0(x0) = v∗ for some x0 ∈ [x1, x2]
and v∗.

Then in order for the convergence

(5.18) v(x, t)→ v0(x), t→∞,

to occur uniformly on an arbitrary interval [y1, y2] embedded in the interval (x1, x2),
it is necessary and sufficient that for t sufficiently large the function p(u, t) be defined
on an arbitrary interval [u1, u2] embedded in the interval (v0(x2), v0(x1)), and

(5.19) p(u, t)→ p0(u) as t→∞,

uniformly on an arbitrary such interval.

Remark. In the lemma it is not assumed that v(x, t) is a solution of prob-
lem (5.2), (5.3) and that v(x) is a wave. Functions p(u, t) and p0(u) are defined as
before:

p(u, t) = v′(x, t), where u = v(x, t),

p0(u) = v′0(x), where u = v0(x).

Proof. Assume that the convergence (5.18) holds. We take an arbitrary
interval [u1, u2], as described in the statement of the lemma. For t sufficiently large,
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function p(u, t) is defined on this interval. By virtue of the uniform boundedness
of second derivatives, we have the convergence

(5.20) v′(x, t)→ v′0(x) as t→∞,

uniform on an arbitrary interval [y1, y2], embedded in the interval (x1, x2).
Let u0 ∈ [u1, u2]. We show that p0(u0, t)→ p0(u0). For this purpose we denote

by ξ0 and ξ(t) solutions of the equations

v0(x) = u0 and v(x, t) = u0,

respectively. It is clear that ξ(t)→ ξ0. From this and from (5.20) we obtain

p(u0, t) = v′(ξ(t), t)→ v′0(ξ0) = p0(u0),

which is what we wished to prove.
Uniform convergence for u∈ [u1, u2] will follow from the point convergence (5.19)

if we can show that the derivatives p′(u, t) are uniformly bounded for large t. Since

p′(u, t) = v′′(x, t)/v′(x, t), u = v(x, t),

boundedness of the derivatives then follows from the negativeness of v′0(x), the
convergence (5.20), and the boundedness of v′′(x, t). This establishes the necessity
part of the proof.

Let us assume the convergence (5.19) is valid. For an arbitrary interval [y1, y2],
indicated in the statement of the lemma, functions p(u, t) are defined for sufficiently
large t on the interval [v0(y2), v0(y1)]. It is easy to see that the following equalities
are valid:

x− x0 =
∫ v0(x)

v∗

du

p0(u)
, x− x0 =

∫ v0(x,t)

v∗

du

p(u, t)
, y1 � x � y2.

From this we obtain∫ v0(x,t)

v0(x)

du

p(u, t)
= −

∫ v0(x)
v∗

du

p(u, t)
+
∫ v0(x)

v∗

du

p0(u)

and

(5.21) |v(x, t) − v0(x)| � max
u,t

|p(u, t)|
∣∣∣∣ ∫ v0(x)

v∗

(
1

p(u, t)
− 1
p0(u)

)
du

∣∣∣∣.
The uniform convergence (5.18) on the interval [y1, y2] follows from the uniform
convergence (5.19) on the interval [v0(y2), v0(y1)] and the boundedness of the first
factor on the right in (5.21). This completes the proof of the lemma.

Proposition 5.2. In order for a solution u(x, t) of problem (5.2), (5.3) to
approach a wave in form, it is necessary and sufficient that it approaches a wave
in the phase plane.
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Proof. Let
v(x, t) = u(x+m(t), t).

Assume that we have approach to a wave in form, i.e., that

(5.22) v(x, t)→ w(x), t→∞,

uniformly with respect to x, −∞ < x <∞. From this we have

v±(t) = lim
x→±∞

v(x, t)→ w± as t→∞

and, consequently, the convergence (5.17). Convergence (5.16) is a consequence of
the preceding lemma.

Let the solution approach a wave in the phase plane. It follows from the
convergence (5.17) that for sufficiently large t the function p(u, t) is defined on an
arbitrary interval embedding in the interval (w+, w−). It follows from the preceding
lemma that the convergence (5.22) is valid on an arbitrary finite interval. It follows
from this and from the convergence (5.17) that we have uniform convergence on the
whole axis, since wave w(x) and function v(x, t) are monotone in x. This completes
the proof of the proposition.

We turn now to the problem concerning approach to a system of waves. Recall,
from Definition 3.2 in §3.2, that a system of waves was introduced in the phase plane
in the form of function R(u), the graph of which consists of parts of trajectories
of waves in the phase plane. It is therefore convenient to begin the definition of
convergence of solutions of the Cauchy problem (5.2), (5.3) to a system of waves
with convergence in the phase plane. This is completely analogous to Definition 5.3.
Let us assume we are given a monotone system of waves R(u) for u ∈ [a, b], i.e.,
R(u) � 0. Moreover, we consider here only such systems of waves for which the
equation R(u0) = 0 implies that F (u0) = 0. We remark that minimal and c-minimal
systems of waves, which will be discussed later, satisfy this condition.

Definition 5.4. We say that the solution u(x, t) of problem (5.2), (5.3) ap-
proaches a system of waves in the phase plane if

(5.23) p(u, t)→ R(u) as t→∞, u ∈ (a, b),

uniformly on each closed subset of interval (a, b), and

(5.24) u+(t)→ a, u−(t)→ b as t→∞.

We can also give a definition of approach to a system of waves in form, analogous
to Definition 5.2. To do this, we note that a system of waves is a finite or infinite
set of waves, i.e., solutions w of equation (5.1), satisfying the following conditions
at infinities:

(5.25) w(+∞) = u1, w(−∞) = u2,

where u1 � u2, whereby, in case u1 = u2, we have a constant function w(x) = u1 = u2
for all x. In addition, F (u1) = 0. We shall not include the degenerate wavesw(x)≡ a
and w(x) ≡ b in the system of waves since the equations u(x, t) = a and u(x, t) = b
can have no solutions, and, correspondingly, approach to these waves, in the sense
indicated above, is undefined.

We denote waves satisfying conditions (5.25) by w(x;u1, u2). As we have
already noted, these waves, represented in the phase plane, constitute the graph of
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function R(u). Moreover, the waves-constants are points on the p = 0 axis, where
these points can occupy an entire interval or set of intervals. For simplicity, we
consider monotone solutions u(x, t) of equation (5.2). Nonmonotone solutions, as
well as nonmonotone waves, will be discussed in the supplement to the chapter (§6).

Definition 5.5. We say that a solution u(x, t) of problem (5.2), (5.3) ap-
proaches a system of waves in form if (5.24) is satisfied, and if, for an arbitrary
wave w(x;u1, u2) in the system of waves considered, we have the convergence

(5.26) u(x+m(t), t)→ w(x;u1, u2) as t→∞,

uniformly on each finite interval of the x-axis. Here m(t) is a solution x of the
equation

(5.27) u(x, t) = u0,

where u0 = u1s+ u2(1− s), s is an arbitrary fixed number from the interval (0, 1).

Of course, a system of waves can consist of a single wave, and then Definition 5.5
must coincide with Definition 5.2. Nevertheless, there is a formal difference in these
definitions. Namely, in Definition 5.2 uniform convergence is required on the whole
axis. In Definition 5.5 the question concerns convergence on each finite interval and
condition (5.24). However, recall that we are dealing here with solutions u(x, t),
monotone in x, and for approach to a wave both of these definitions are equivalent.

Proposition 5.3. If solution u(x, t) of problem (5.2), (5.3) approaches a sys-
tem of waves in the phase plane, then it approaches a system of waves in form.

Proof. For nondegenerate waves w(x;u1, u2), u1 �= u2, approaching a system
of waves, Proposition 5.3 follows from Lemma 5.1. Assume, now, that u1 = u2,
and, as was specified in the definition of systems of waves, u1 �= a, u1 �= b.

It is required to show that

(5.28) u(x+m(t), t)→ u1, t→∞,

uniformly with respect to x on each finite interval, where m(t) is the solution of
equation u(x, t) = u1. We select N > 0 arbitrary and we prove uniformity of the
convergence (5.28) on the interval [−N, 0]. For the interval [0, N ] this is done in
the same way.

We consider three cases: the system of waves R(u) under consideration is
negative in some right half-neighborhood of point u1; R(u) ≡ 0 in some right
half-neighborhood of point u1; R(u) �≡ 0 in the half-neighborhood indicated and
there exists a sequence {vn}, vn ↘ u1, for which R(vn) = 0.

In the first case there exists a wave w(x) from the system of waves, for which
w(+∞) = u1. We denote the solution of the equation

u(x, t) = w0,

where w(+∞) < w0 < w(−∞), by m1(t). Then if we assume that w(0) = w0, the
function

(5.29) v1(x, t) = u(x+m1(t), t)

tends towards a wave uniformly on each finite interval. We show that this implies
the convergence (5.28), uniformly on the interval [−N, 0].
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Let ε > 0. We denote by N1 the solution of the equation

w(x) = u1 + δ/2.

For sufficiently large T we have the inequalities

(5.30) u1 < w(x) − δ � v1(x, t) � w(x) + δ < u1 + ε

for t > T , N1 � x � N1 +N , where δ = 0.5(w(N +N1)− u1). From the definition
of m(t) we have

(5.31) u(m(t), t) = u1.

We set

(5.32) x0(t) = m(t)−m1(t).

Then from (5.29), (5.31), and (5.32) we obtain

(5.33) v1(x0(t), t) = u1.

From (5.29), (5.30), and (5.32) it follows that

(5.34) u(N1 +m(t)− x0(t), t) < u1 + ε.

On the other hand, from (5.30) and (5.33) we have

N +N1 < x0(t).

From this, and from (5.34), in view of the monotonicity of u(x, t) with respect to
x, we have

u(x+m(t), t) < u1 + ε for x � −N, t > T.

From equation (5.31) we conclude that

u(x+m(t), t) � u1 for x � 0.

Thus we have established the uniform convergence (5.28) on the interval [−N, 0].
Assume now that R(u) ≡ 0 for u1 � u � u1 + δ < b for some δ > 0. We have

−N =

u(−N+m(t),t)∫
u1

du

p(u, t)
.

Since p(u, t)→ 0 uniformly on the interval [u1, u1 + δ], then u(−N +m(t), t)→ u1
as t → ∞. As was the case above, the required convergence follows from the
monotonicity of u(x, t).

We consider the third case. For arbitrary ε > 0 we can find a u0, u1 < u0 <
u1 + ε, such that R(u0) < 0, and, consequently, there exists a wave w(x), from the
system of waves considered, for which u1 < w(+∞) < u1 + ε. From this point on,
the discussion proceeds similarly to what was done in the first case. This completes
the proof of the proposition.
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5.2. Source of the first type (bistable case). Throughout this section we
consider piecewise-continuous initial functions with a finite number of points of
discontinuity and, for simplicity, monotone. If waves w(x) have the limits w+ and
w− as x → ±∞, then an obvious necessary condition for approach to a wave in
form is, by virtue of (5.17), that the values f(±∞) must be found in the domain
of attraction of points w+ and w− relative to the equation

(5.35)
du

dt
= F (u)

(see Theorem 4.2). We show here that this necessary condition is also sufficient for
approach to a wave in form and speed for a source of the first type.

Let q(x) be a solution of equation (5.1), monotonically decreasing for x1 < x <
x2 and satisfying q′(x1) = q′(x2) = 0. Let ui = q(xi), i = 1, 2 (we assume that
w+ <ui <w−), and introduce function τ(u), given for u2 � u� u1, which associates
to each value of u the value q′(x), where x is determined from the equation q(x) = u.
Let I(w+) and I(w−) denote the domains of attraction of points u=w+ and u=w−
with respect to equation (5.35).

Lemma 5.2. For an arbitrary monotone initial condition f(x), f(+∞) ∈
I(w+), f(−∞) ∈ I(w−), for sufficiently large t, we have the following inequality
for the solution of problem (5.2), (5.3):

(5.36) p(u, t) � τ(u), u2 � u � u1.

Proof. Let q1 denote a solution of the equation

w′′ + c1w′ + F (w) = 0,

monotonically decreasing on the interval x3 < x < x4, with derivatives equal to
zero at its endpoints, q′1(x3) = q′1(x4) = 0, and q(x3) = u1. Here c1 < c and the
difference c − c1 is sufficiently small. Existence of such a solution follows from a
simple analysis of trajectories on the phase plane of the system of equations

(5.37) w′ = p, p′ = −c1p− F (u)

(here we need to take into account the fact that F (u2) < 0). Moreover, if τ1(u)
is defined with respect to q1(x) (in the same way that τ(u) is defined with respect
to q(x)), then, obviously, τ1(u3) = 0, where u3 = q1(x4), w+ < u3 < u2, and
τ1(u) � τ(u) for u2 � u � u1.

Obviously, we can assume that f(x) is a function which is smooth and strictly
decreasing (otherwise, as a new initial condition, we would need to take function
u(x, t0) for arbitrary t0 > 0). Further, since the functions u±(t) (= lim

x→±∞
u(x, t))

are defined and tend towards w+ and w−, respectively, we can assume also that
f(+∞) < u3, f(−∞) > u1.

We consider function q(x − ct + h) for x1 � x − ct + h � x2. It satisfies
equation (5.2) and q′(xi) = 0, i= 1, 2. If q(x+ h) �= f(x) for x1 � x+ h � x2, then,
by virtue of Theorem 4.12, if for some value of x

q(x− ct+ h) = u(x, t),

where u(x, t) is a solution of Cauchy problem (5.2), (5.3), we have the inequality

q′(x− ct+ h) � u′(x, t).
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There is also a similar proposition for function q1.
Next, we consider a strip on the (x, u)-plane, bounded by the lines u = u1 and

u = u2. We can fill this strip with curves of the form (x, q(x + h)), x1 − h � x �
x2 − h, varying the displacement value h from −∞ to +∞. We vary h from +∞
to h0, so that the inequality q(x + h) < f(x) will be satisfied for all the values of
x and h indicated above. Similarly, we fill the half-strip u3 � u � u1 with curves
(x, q1(x + h)), where x3 − h � x � x4 − h, with h varying from h1 to −∞ and
q1(x+ h) > f(x).

We now consider all the constructed functions q(x+ h) and q1(x+ h) as initial
conditions for equation (5.2), solutions of which are obtained from them by a
displacement. Since c1 < c, then, after a finite time, the two half-strips constructed
above will be joined and the whole strip u2 � u � u1 will be filled up; in this strip,
based on the aforesaid, we shall have the inequality u′(x, t) � max(τ(u), τ1(u)),
where u = u(x, t). This completes the proof of the lemma.

Remark. The lemma remains valid if the derivatives q′(xi) are negative. Here
one must require, in addition, that the following inequalities be satisfied:

p(ui, t) < τ(ui), t � 0, i = 1, 2.

The lemma just proved is readily generalized by allowing x1 to become −∞
and x2 to become +∞. The resulting lemma is then somewhat weaker.

Lemma 5.3. Under the conditions of Lemma 5.2, for arbitrary ε > 0 we can
find a t(ε) such that

p(u, t) � τ(u) + ε, u2 � u � u1,
for t � t(ε).

Proof. We consider a trajectory of system (5.37) for c1 �= c, for which the
corresponding function τ1(u) satisfies the following conditions. It is defined for
u4 � u � u3, τ1(u3) = τ1(u4) = 0, τ1(u) < 0 for u ∈ (u4, u3), the quantities |u1− u3|
and |u2 − u4| are sufficiently small,

τ1(u) � τ(u) + ε, u ∈ [u2, u1] ∩ [u4, u3].

We consider different cases depending on the values of F (ui), i = 1, 2. Case
F (ui) �= 0, i = 1, 2, was considered in Lemma 5.2. Let us assume that F (u1) �= 0
(consequently, F (u1) > 0) and F (u2) = 0. We take c1 > c. If the difference c1− c is
sufficiently small, a trajectory leaving the point u = u1, p = 0 then satisfies all the
conditions listed. In case F (u1) = 0, F (u2) �= 0 the trajectory in question comes
into the point u = u2, p = 0 for c1 < c.

It remains to consider the case F (u1) = F (u2) = 0. If c > 0, then F (u) ∈ l+(u1)
(see Theorem 3.10) and a trajectory of system (5.37), leaving the stationary point
u = u1, p = 0, satisfies the required conditions if c1 > c and the difference c1 − c is
sufficiently small. Analogous constructions may be carried out for the case c < 0,
and also c = 0, if F (u) ∈ l+(u1) or F (u) ∈ r−(u2). If c = 0 and F (u) ∈ l−(u1) or
F (u) ∈ r+(u2), then a (u2, u1)-wave cannot exist. It remains to consider the case
c = 0 and F (u) ∈ l0(u1), F (u) ∈ r0(u2).

By Theorem 3.9 there exist, in this case, in an arbitrary left half-neighborhood
of point u1, points of positiveness of function F (u). We consider all possible
waves w(x; an, bn) with zero speed for which an, bn ∈ (u2, u1) and F (u) ∈ l+(bn),
and corresponding functions τ(u; an, bn). We show that for some sequence {bn},
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converging to u1, the corresponding sequence {an} converges to u2. If we can show
this, then we can take function τ(u; an, bn) sufficiently close to τ(u) and carry out
the constructions indicated above for it.

Let us suppose that the stated proposition is not valid and that an �→ u2 for
any sequence. We take an arbitrary value b ∈ (u2, u1) for which F (u) ∈ l+(b) and
we let

a = inf
u1>bn�b

an.

Then a > u2. Indeed, if this is not the case and a= u2, there then exists a sequence
{an} converging to u2. The corresponding sequence {bn} can also be considered
convergent to some value b0. If b0 = u1, then this contradicts the supposition made;
if b0 < u1, then ∫ b0

u2

F (u) du = 0,

which contradicts the existence of a (u2, u1)-wave.
According to the definition of number a there exists a wave w(x; a, b) for some

b � b. It is easy to see that for all bn > b we have the inequality an � b. Indeed, if
for some bn > b the inequality an < b is satisfied, then∫ b

an

F (u) du < 0,

which contradicts the existence of an (a, b)-wave, since an � a.
Consider the integral

J =
∫ u1

b

F (u) du.

From the existence of a (u2, u1)-wave it follows that J > 0. Let us denote by M

the union of all intervals [an, bn] for bn > b. Since∫ bn

an

F (u) du = 0,

then ∫
M

F (u) du = 0.

Since all points at which function F (u) is positive on the interval [b, u1] belong
to the set M, it then follows from the last equation that J � 0. The resulting
contradiction establishes the proposition.

Thus, structure of function q1(x) has been described in all cases. Further proof
is carried out similar to the proof of Lemma 5.3. We need only remark that if q1(x)
is defined on a semi-axis or on an axis, then the equation f(x) = q1(x+ h) can have
a solution for arbitrary h. However, for |h| sufficiently large, q1(x+ h)− f(x) ∈A0,
since we can, without loss of generality, assume that f(x) is a smooth function with
a negative derivative and f(+∞) < u2, u1 < f(−∞). A similar remark applies to
function q(x). This completes the proof of the lemma.

Before stating the main theorem of this section, we give, without proof, one
more simple lemma and we prove a proposition important in the sequel.
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Lemma 5.4. If solution u(x, t) of the Cauchy problem (5.2), (5.3) approaches
in form a monotone function g(x), given on interval x1 � x � x2, i.e., as t→∞

u(x+m(t), t)→ g(x),

uniformly with respect to x, where m(t) is a solution of the equation

u(x0 +m(t), t) = g(x0), x1 < x0 < x2,

and u(x, t) has derivatives u′, u′′, u′′′, uniformly bounded with respect to x and
t � t0 > 0, then g(x) is a twice continuously differentiable function and it satisfies
equation (5.1) for some c.

Proposition 5.4. Let the numbers χ+ and χ− belong to the domain of at-
traction of the stationary points w+ and w− of equation (5.35), and let χ+ � w+,
χ− � w−. Assume, further, that χ(x) is equal to χ+ for x > 0 and to χ− for
x � 0. Then function p(u, t;χ) is nonmonotonically nondecreasing on the interval
[w+, w−] and converges uniformly on this interval to a minimal system of waves.

Proof. It is easy to see that the functions u±(t;χ) converge to w± mono-
tonically. Therefore, we can prove, in exactly the same way as in Corollary 2 to
Theorem 4.1, that p(t, u;χ) is monotone nondecreasing. Consequently, it converges
uniformly to some function r(u) on the interval [w+, w−]. It follows from Lemma 5.1
and Lemma 5.4 that r(u) is a system of waves. It remains to show that it is a
minimal system of waves. Let us suppose the contrary to be so:

(5.38) R0(u0) < r(u0)

for some u0 ∈ (w+, w−) and a minimal system of waves R0(u). Let u0 ∈ (u1, u2),
where R0(u1) = R0(u2) = 0, R0(u) < 0 for u ∈ (u1, u2). Then, on the basis of
comparison theorems in the phase plane (§4), we obtain

p(t, u0;χ) � R0(u0),

which, in the limit as t → ∞, contradicts (5.38). The proposition is thereby
proved.

Theorem 5.1. Let f(x) be a monotone, piecewise continuous function with a
finite number of points of discontinuity. Further, suppose that there exists a unique
monotone wave w(x), satisfying the conditions at infinity w(±∞) = w±.

In order that solution u(x, t) of the Cauchy problem (5.2), (5.3) approach wave
w(x) in form and speed, it is necessary and sufficient that the values f(±∞) belong
to the domain of attraction of the points w± with respect to equation (5.35).

Remark. Conditions for uniqueness of a wave with given values at infinity
are equivalent to the fact that w± are not points of repulsion on the interval
w+ � w � w−, i.e., F (u) is a source of the first kind on this interval.

In the statement of the theorem the inequality w+ � f(x) � w− is not required
and nonstrict monotonicity of the initial function is allowed.

Proof. Necessity of the condition f(±∞) ∈ I(w±), as already noted at the
beginning of this section, follows from Theorem 4.2.

We now prove sufficiency of this condition. To do this, we verify the con-
vergences (5.16) and (5.17). Convergence (5.17) follows, obviously, also from



98 1. SCALAR EQUATION

Theorem 4.2. To prove (5.16) it is sufficient to verify, for arbitrary positive ε
and δ, sufficiently small, that we can find a value of t0(ε, δ), such that

(5.39) p0(u)− ε � p(u, t) � p0(u) + ε, w+ + δ � u � w− − δ, t � t0.

The inequality on the right in (5.39) follows from Lemmas 5.2 and 5.3. Function
q(x) and function τ(u), corresponding to it, which are involved in the lemmas, can
be constructed in the following way. On the phase plane of the system of equations

(5.40) w′ = p, p′ = −cp− F (w),

where c is the speed of the wave, we consider trajectories and functions p(u) corre-
sponding to them. We take an arbitrary point (u0, p0(u0)+σ), where w+<u0<w−,
σ is a small positive number, and we determine function τ(u) on an arc of the
trajectory passing through this point and located in the half-plane p � 0. Then
p0(u) < τ(u) at the location where the last function is defined; τ(u) tends towards
p0(u) as σ decreases, uniformly with respect to u, on the interval [w+ + δ, w− − δ],
where function τ(u) vanishes at the points u = ui, i = 1, 2, located inside the
interval, i.e., w+ < u2, u1 < w−. This follows from properties of sources of the first
type on the interval [w+, w−], for which only one trajectory comes into a stationary
point (see Theorems 3.4 and 3.5).

In proving the inequality on the left in (5.39), we make use of Proposition 5.4,
in which we now need to define function χ(x) by the equation

χ(x) =
{
χ+ for x > 0,
χ− for x � 0,

where χ+ =min{w+, f+}, χ− =max{w−, f−}. Validity of the inequality on the left
in (5.39) follows, by virtue of this proposition, from the fact that a minimal system
of waves in the case considered coincides with a wave and p(t, u;χ) � p(t, u; f)
for u ∈ [w+ + δ, w− − δ] and sufficiently large t. This completes the proof of the
theorem.

This theorem characterizes fairly completely the behavior of solutions of the
Cauchy problem in the case of sources of the first type, if a wave exists. An
analogous theorem holds for a minimal system of waves.

Theorem 5.2. Let function f(x) satisfy the condition of the preceding theorem.
Further, let F (u) be a source of the first type on the interval w+ � u � w−.

In order that the solution u(x, t) of the Cauchy problem (5.2), (5.3) approach
a minimal system of waves on this interval, it is necessary and sufficient that the
values f(±∞) belong to the domain of attraction of points w± with respect to the
equation (5.35).

Proof. We must add only one remark here to the proof of the preceding
theorem, involving the “inner” waves of the system of waves, i.e., the waves
w(x;u1, u2), w+ < u1, u2 < w−, u1 �= u2. Here, in order to prove the inequality on
the right in (5.39) we can use the inequality

p(t, u; f) � p(t, u; f0), u1 � u � u2,
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where

f0(x) =


u2 for f(x) � u2,
f(x) for u1 < f(x) < u2,
u1 for f(x) � u1,

and the convergence

p(t, u; f0)→ τ(u;u1, u2), t→∞

(τ(u;u1, u2) = w′(x;u1, u2), u = w(x;u1, u2)), which is valid on the basis of the
preceding theorem. This completes the proof of the theorem.

In concluding this section we turn our attention to the question concerning
instability of nonmonotone waves (see [Hag 1]).

Theorem 5.3. A nonmonotone wave w(x) is not stable with respect to small
perturbations from C(−∞,+∞).

Proof. Consider the function

f(x) = max(w(x), w(x − h)),

where h is a sufficiently small number. Then for all x

f(x) � w(x), f(x) � w(x − h),

and, on the basis of Corollary 4 to Theorem 3.2,

f(x) �≡ w(x), f(x) �≡ w(x − h).

Therefore, f(x) is a lower function and the solution u(x, t) of the Cauchy problem

∂u

∂t
=
∂2u

∂x2
+ c
∂u

∂x
+ F (u), u(x, 0) = f(x),

where c is the speed of wave w(x), increases monotonically with respect to t. By
the aforementioned corollary, u(x, t) cannot tend towards w(x− τ) for any value of
τ . This completes the proof of the theorem.

Remark. If wave w(x) has more than one extremum, it is then not stable,
even with respect to perturbations with finite support.

5.3. Exponent κ. Before going on to the problem concerning approach to
a wave or system of waves for sources of the second and third types, we need to
introduce an exponent characterizing the behavior of the initial function at infinity.
This will be done in the present section. Let f(x) be a function given on some semi-
axis x � x0; we assume that f(x) is positive and tends towards zero as x→∞. Its
behavior at infinity will be characterized with the aid of function Φ(u), which we
assume to be given on the semi-axis u > 0 and monotonically increasing. In the
sequel we shall take specific functions for Φ(u), but for the present treatment we
use an arbitrary function Φ(u) with the indicated properties.
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Given function f(x) we construct, with the aid of function Φ(u), a symmetric
function of two variables x1, x2 for x1 > x0, x2 > x0:

fΦ(x1, x2) =
Φ(f(x1))− Φ(f(x2))

x1 − x2
(x1 �= x2).

Definition 5.6.

κ[f ] = lim
x1,x2→∞

fΦ(x1, x2),

κ[f ] = lim
x1,x2→∞

fΦ(x1, x2).

If κ[f ] = κ[f ], we say that there exists a strict exponent κ[f ], defined by the
equation

κ[f ] = lim
x1,x2→∞

fΦ(x1, x2).

We present several propositions relating to the exponent κ, defined in this way.

Proposition 5.5. We have the following equalities :

(5.41)

κ[f ] = lim
x→∞,h→0

fΦ(x+ h, x),

κ[f ] = lim
x→∞,h→0

fΦ(x+ h, x),

κ[f ] = lim
x→∞,h→0

fΦ(x+ h, x).

Proof. We prove the first of the equalities (5.41). The second equation is
proved in a similar way, while the third is obviously a consequence of the first two.
We denote the right side of the first of equalities (5.41) by ν[f ]. It follows directly
from the definition that ν[f ] � κ[f ]. We prove the opposite inequality. Let the
following sequence of numbers be given:

x0 < x1 = ξ1 < ξ2 < · · · < ξn = x2.

Obviously,

(5.42) fΦ(x1, x2) =
1

x2 − x1

n−1∑
k=1

fΦ(ξk, ξk+1)(ξk+1 − ξk).

From this we obtain, for x1 > N , ξk+1 − ξk < δ,

fΦ(x1, x2) � sup
x>N,|h|<δ

fΦ(x+ h, x),

and, consequently, ν[f ] � κ[f ]. The proposition is thereby proved.

From this proposition we readily obtain the following proposition.
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Proposition 5.6. If f(x) is an absolutely continuous function on the semi-
axis x > x0, and Φ(u) has a continuous derivative, then

(5.43)

κ[f ] = lim
x∈M,x→∞

dΦ(f(x))
dx

,

κ[f ] = lim
x∈M,x→∞

dΦ(f(x))
dx

,

κ[f ] = lim
x∈M,x→∞

dΦ(f(x))
dx

,

where M is an arbitrary set of full measure on the semi-axis x > x0, contained in
the set of points on which the derivative of function f(x) exists.

Proposition 5.7. We have the following inequalities :

(5.44) lim
x→∞

Φ(f(x))
x

� κ[f ], lim
x→∞

Φ(f(x))
x

� κ[f ].

If the strict exponent κ[f ] exists, we then have the limit

(5.45) lim
x→∞

Φ(f(x))
x

= κ[f ].

Proof. Inequalities (5.44) are obtained directly from the definitions, and the
limit (5.45) follows from them.

If, in particular, as Φ(u) we take the function lnu, then this proposition implies
a relationship between the Lyapunov exponent and κ. In particular, if the strict
exponent κ exists, then the strict Lyapunov exponent exists and they are equal.

Using the exponent κ, we can compare the behavior of functions at ∞. Thus
if we are given two functions f1(x) and f2(x) with the properties indicated and

(5.46) κ[f1] < κ[f2],

then, for all sufficiently large x,

(5.47) f1(x) < f2(x).

Indeed, it follows from (5.44) that

lim
x→∞

Φ(f1(x))
x

< lim
x→∞

Φ(f2(x))
x

,

so that, for sufficiently large x,

Φ(f1(x)) < Φ(f2(x)),

whence (5.47) follows.

The following result, more specific for exponent κ, is needed for the sequel.

Proposition 5.8. If fi(x), i = 1, 2, are two functions, given on the x-axis,
positive, nonincreasing, and tending towards zero as x → ∞, and if they satisfy
inequality (5.46) at +∞ and inequality f2(−∞)< f1(−∞) at −∞, then there exists
a number h0 such that for each h � h0 the function

(5.48) f2(x+ h)− f1(x)

belongs to class A on the x-axis.
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Proof. Let ε < 0.5(κ[f2]− κ[f1]). Then there exists a number N , such that
for x1 > N , x2 > N ,

f1Φ(x1, x2) < κ[f1] + ε, f2Φ(x1, x2) > κ[f2]− ε.

It is obvious that for h > 0

f2Φ(x1 + h, x2 + h) > κ[f2]− ε.

Thus, for x1 > x2 > N and h > 0 we have

Φ(f1(x1))− Φ(f1(x2)) < Φ(f2(x1 + h))− Φ(f2(x2 + h)),

or
Φ(f2(x1 + h1))− Φ(f1(x1)) > Φ(f2(x2 + h))− Φ(f1(x2)).

This means that if function (5.48) is positive for x = x2, it is then also positive for
x= x1 > x2, and if function (5.48) is negative for x= x1, then it is also negative for
x = x2 < x1. But, by definition, this means that function (5.48) belongs to class A
on the semi-axis x > N for all h > 0.

We now select number h0 indicated in the statement of the proposition. Let x1
and x2 be numbers for which the following inequalities are satisfied: x1 < N < x2,
f1(x1) > f2(−∞), f2(x2) < f1(N), and let us set h0 = x2 − x1. Then, as can easily
be verified, for h � h0 function (5.48) is negative for x � N , and, as was shown
above, belongs to class A for x > N . Consequently, it belongs to class A on the
whole axis. This completes the proof of the proposition.

In the sequel, we shall use exponents κ constructed with respect to two func-
tions Φ: lnu and (1− n)−1u1−n (n > 1), and we denote these exponents by κn[f ],
κn[f ], and κn[f ] (n � 1), where, for n > 1, we assume that Φ(u) = (1− n)−1u1−n,
and for n = 1, Φ(u) = lnu. Thus, on the basis of Proposition 5.6, if function f(x)
has a bounded derivative, then

(5.49) κn[f ] = lim
x→∞

f ′(x)
fn(x)

, κn[f ] = lim
x→∞

f ′(x)
fn(x)

(n � 1).

5.4. Sources of the second and third types (monostable and unstable
cases). For sources of the second and third types, waves and systems of waves de-
termining the behavior of solutions for large times are nonunique, and the approach
of a solution to this or another wave or system of waves depend on the behavior of
the initial function as x → ∞. This means that for each wave, for example, there
exists a class of initial functions from which a solution approaches this wave. If
the aim is not to include the broadest class of functions, it is then fairly simple
to describe the behavior of solutions for the case being considered. In broadening
the class of initial conditions specific complications appear. We therefore confine
ourselves not to the most general classes of functions, but to classes which, however,
characterize the behavior of solutions practically completely. Results obtained for
the most general classes of functions will be presented in §6.

In this section we shall consider piecewise-continuous initial functions with a
finite number of points of discontinuity. As was the case above, we limit ourselves
here to monotone initial conditions. We consider first the case in which wave w(x)
exists with the conditions w(±∞) = w± and the source F (u) is a source of the
second type on interval w+ � u � w−. In this case waves exist for positive or
negative speeds, depending on the sign of function F (u) close to the points w+ and
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w−. We shall assume, for example, that a source is positive in a half-neighborhood
of these points (the other case is obtained from this by a change of variables).
Then the waves wc(x), wc(±∞) = w± exist for a half-interval (semi-axis) of speeds
c0 � c < c∗, where 0 < c0 < c∗ � +∞ (Theorem 3.14).

We assume that source F (u) satisfies the condition

(5.50) lim
u→w+

F (u)
(u− w+)n

= αn.

Here n � 1, and αn is a positive number. Let α = F ′(w+), so that α = α1. It is
obvious that for n > 1, α = 0, and, thus, we consider the case when F ′(w+) = 0.

Recall that for a wave with minimal speed c0

(5.51) lim
x→∞

w′
c0(x)

wc0(x) − w+
= −c0

2
−
√
c20
4
− α;

for waves with nonminimal speeds c

(5.52) lim
x→∞

w′
c0(x)

(wc0(x) − w+)n
= −λn(c),

where we have set

(5.53) λn(c) =
αn

c
2 +
(
c2

4 − α
)1/2

(Theorem 3.4).
We show now that solution u(x, t; f) of the Cauchy problem (5.2), (5.3) ap-

proaches a wave with speed c determined by the behavior of f(x) at +∞.
It follows from (5.49) and (5.52) that for waves wc(x) with nonminimal speed

c behavior at +∞ is determined by the exponent κn:

(5.54) κn[wc − w+] = −λn(c).

We formulate a theorem relating to approach to a wave.

Theorem 5.4. Let f(x) � w+ for x ∈ (−∞,+∞) and let f(−∞) lie in the
domain of attraction of point w− relative to equation (5.35). Then

1. If f(x) ≡ w+ on some semi-axis x � x0 or f(x) > w+ and

(5.55) κn[f − w+] � −λn(c0), n � 1,

then the solution of the Cauchy problem (5.2), (5.3) approaches minimal wave wc0(x)
in form and speed.

2. If f(x) > w+, the exponent κn[f − wn] is strict and

(5.56) κn[f − w+] = −λn(c), n � 1,

where c0 < c < c∗, then solution u(x, t; f) approaches wave wc(x) in form and speed.

We preclude the proof of this theorem with the following lemma.
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Lemma 5.5. There exists a solution q = q(x) of equation

(5.57) q′′ + cq′ + F (q) = 0

for c0 < c < c∗ on semi-axis x � 0, satisfying the following conditions:

w+ � q(x) for x � 0,(5.58)

q′(x) < 0 for x > 0,(5.59)

lim q(x) = w+ as x→∞,(5.60)

lim
x→∞

q′(x)
(q(x) − w+)n

= −λn(c),(5.61)

q(0) = w∗, q′(0) < 0(5.62)

for arbitrary w∗ � w− lying in the domain of attraction of the stationary point w−
of equation (5.35), or

(5.63) q(0) = w0, q′(0) = 0

for arbitrary w0 ∈ (w+, w−), sufficiently close to w+ or w−.

Proof. We consider a solution of the system

(5.64) u′ = p, p′ + cp+ F (u) = 0

with the initial condition u = w−, p = −ν, where ν > 0 is a given sufficiently
small number. On the phase plane the corresponding curve lies between wave pc(u)
and the solution of system (5.64), coming into point (w+, 0) in a low direction.
Therefore, the curve corresponding to the solution being considered comes into
point (w+, 0) in a high direction, since only one trajectory comes in a low direction.
If w∗ > w−, we then extend this trajectory for u > w− to the point w∗. Since,
by hypothesis, F (u) < 0 for all these u, the trajectory so extended then does not
intersect the p = 0 axis. Upon making a translation with respect to x, we obtain a
solution satisfying conditions (5.58)–(5.62).

In order to construct a solution satisfying condition (5.63), we consider a
trajectory of system (5.64) leaving point (w0, 0). If w0 is sufficiently close to w+,
then F (w) > 0 for w+ <w � w0 and, therefore, this trajectory comes into the point
(w+, 0). If w0 is sufficiently close to w−, the trajectory then hits the point (w+, 0)
owing to proximity to the trajectory corresponding to wave wc. This establishes
the lemma.

We denote by qc the solution (5.57) with conditions (5.58)–(5.62), by qc the
solution of this equation with conditions (5.58)–(5.61) and (5.63), and by p =
τc(u) and p = τc(u) the corresponding trajectories on the phase plane (u, p) of
system (5.64).
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Lemma 5.6. Let c1 and c2 be given numbers: c1 > c2 > c0, and let a number
h0 be found such that the initial function f(x) satisfies the conditions

qc1(x+ h)− f(x) ∈ A0 for x � −h,(5.65)

qc2(x− h) > f(x) for x � h,(5.66)

for h � h0. If w∗ � f(−∞), w0 < f(−∞), there then exists a number T (c1, c2)
such that

(5.67) p(u, t; f) � τ c1(u), w+ � u � w0,

for t > T (c1, c2) and

(5.68) u(x, t; f) < qc2(x− c2t− h) for t > 0, h � h0, x > c2t+ h.

Proof. Functions

(5.69) u1h(x, t) = qc1(x+ h− c1t) and u2h(x, t) = qc2(x− h− c2t)

are solutions of equation (5.2) for t > 0 in the domains

(5.70) x+ h− c1t > 0 and x− h− c2t > 0,

correspondingly, with boundary conditions

u′1h(x, t) = 0 for x = c1t− h,

u2h(x, t) = w∗ for x = c2t+ h.

Functions

(5.71) vih(x, t) = uih(x, t)− u(x, t; f) (i = 1, 2)

are solutions of equation (4.5) for a(x, t) = 0 and b(x, t) selected accordingly. It is
easy to see that in domains (5.70) the conditions for Theorem 4.10 are satisfied for
v1h and for Theorem 4.8 for v2h. It is assumed here that h � h1, where h1 � h0,
taken so large that qc1(0) < f(−h) (see Remark before Theorem 4.10).

In accordance with these theorems we find, taking (5.65) and (5.66) into
account, that for each t > 0

u1h(x, t)− u(x, t; f) ∈ A (h � h1),(5.72)

u2h(x, t)− u(x, t; f) > 0 (h � h0),(5.73)

on the semi-axes x > c1t− h and x > c2t+ h. This establishes (5.68).
Assume now that u0 is an arbitrary number from the half-open interval (w+, w0].

For each t > 0 we denote by x0 = x0(t) the solution of the equation

(5.74) u0 = u(x0, t; f).

We show that a number T can be found, independent of u0, such that for all t > T
there exists an h = h(t) � h1 for which

(5.75) u0 = u1h(x0, t).

Relation (5.67) obviously follows from this by virtue of (5.72). Thus, to complete
the proof of the lemma, it only remains to prove that the choice of T is possible.
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We denote by x1(u) and x2(u) solutions of the equations

(5.76) qc1(x1) = u and qc2(x2) = u

for u ∈ (w+, w0]. Obviously, as solution h of equation (5.75) we have the number

(5.77) h = x1(u0)− x0 + c1t.

Since u2h(x2(u0) + h1 + c2t, t) = u0, then, by virtue of inequality (5.73), we have,
for each t,

x2(u0) + h1 + c2t � x0.

From this and from (5.77) we have

(5.78) h > x1(u0)− x2(u0)− h1 + (c1 − c2)t.

We note that numbers x∗ and u∗ can obviously be found such that qc2(x∗) =
qc1(x∗) = u∗ and qc2(x) < qc1(x) for x > x∗. It follows from this that x2(u)− x1(u)
is negative for u ∈ (w+, u∗). Therefore, x2(u) − x1(u) is bounded from above for
all u ∈ (w+, w0] and, by virtue of (5.78), number T can be chosen so that h � h1
for t > T . This completes the proof of the lemma.

Lemma 5.7. Let c1 and c2 be given numbers, c0 < c2 < c1 < c∗, and assume that
a number h0 can be found such that the initial function f(x) satisfies the conditions

f(x) > qc1(x+ h) for x � −h,(5.79)

f(x)− qc2(x − h) ∈ A0 for x � h, h � h0.(5.80)

If w0 < f(−∞) � w∗, then

(5.81) u(x, t; f) > qc1(x+ h− c1t)

for t > 0, h � h0, x > c1t− h, and a number T (c1, c2) can be found such that

(5.82) p(u, t; f) � τc2(u) for w+ � u � w0, t � T (c1, c2).

Proof. As in the proof of the preceding lemma, we consider functions (5.69).
Functions

vih(x, t) = u(x, t; f)− uih(x, t), i = 1, 2,

are solutions of equation (4.5).
To the function v1h(x, t) we can apply the corollary to Theorem 4.8 in domain

D bounded by the lines t = 0, x + h − c1t = 0, from whence (5.81) follows. To
function v2h(x, t) we apply Theorem 4.9 in domain D bounded by the lines t = 0,
x− h− c2t = 0. It follows from this that

(5.83) u(x, t; f)− u2h(x, t) ∈ A (h � h0)

on line x > c2t+ h.
Let u0 ∈ (w+, w0], x0 being determined from equation (5.74). As in the

preceding lemma, it can be proved that a number T can be found, independent
of u0, such that for t > T there exists an h = h(t) � h0 for which u2h(x0, t) = u0.



§5. APPROACH TO WAVES AND SYSTEMS OF WAVES 107

It follows from this and from (5.83) that (5.82) is valid. The lemma is thereby
established.

Lemma 5.8. If f(x) ≡ w+ for x > x0 and f(x0) > w+ or f(x) > w+ and

(5.84) κn[f − w+] � −λn(c) for c0 � c < c∗,

then

(5.85) lim
t→∞

κn[u(·, t; f)− w+] � −λn(c).

If f(x) > w+ and
κn[f − w+] � −λn(c) for c0 < c < c

∗,

then

(5.86) lim
t→∞

κn[u(·, t; f)− w+] � −λn(c).

Proof. Consider the case in which f(x) > w+ and (5.84) holds. Let c1 >
c2 > c, qc1 , qc2 are solutions of equation (5.57) indicated above. Let us apply
Proposition 5.8 to the functions f1(x) = f(x), f2(x) = qc1(x) for x > 0 and
f2(x) ≡ qc1(0) for x < 0. We find that

qc1(x + h)− f1(x) ∈ A for x > −h, h � h0.

Choosing as f2(x) the function qc2(x), we obtain, by virtue of (5.47),

qc2(x − h) > f(x), x � h, h � h0,

if h0 is sufficiently large. Thus we are into the conditions of Lemma 5.6, so
that (5.67) holds, or

p(u, t; f)
un

� τc1(u)
un

.

Changing over to the variables x, we readily find from this that

κn[u(·, t; f)− w+] � κn[qc1 − w+] = −λn(c1),

for t sufficiently large. Thus,

lim
t→∞

κn[u(·, t; f)− w+] � −λn(c1).

As c1 → c, we obtain (5.85).
If f(x)≡w+ for x > x0 and f(x0) =w+, then, similarly, we can use Lemma 5.6.

To prove (5.86) we employ Lemma 5.7 in exactly the same way. This completes the
proof of the lemma.

Proof of Theorem 5.4. We establish approach to a wave in the phase plane.
A consequence of this, as shown in §5.1, is approach to a wave in form and speed.

Let c ∈ [c0, c∗). Consider the case in which either f(x) ≡ w+ for x > x0 and
f(x0) > 0, or f(x) > w+ and

κn[f − w+] � −λn(c).

We obtain an upper estimate to the solution of the Cauchy problem (5.2), (5.3)
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in the phase plane. Namely, we prove that for arbitrary small numbers ε > 0 and
δ > 0, there exists a number T = T (ε, δ), such that

(5.87) p(u, t; f) � pc(u) + ε
for w+ � u � w− − δ, t > T (ε, δ). We assume that δ is chosen so small that
F (w− − δ) > 0. Through point (w− − δ, p) we draw trajectory τ c1(u), c1 > c, so
close to pc(u) that

(5.88) τ c1(u) � pc(u) + ε, w+ � u � w− − δ.

This trajectory comes into the points (w+, 0) and (w0, 0), where w0 ∈ (w−− δ, w−).
We choose number t1 so large that u−(t)>w0 for t� t1. Further, we select number
t2 such that

κn[u(·, t; f)− w+] < −λn(c1)

for t � t2. This is possible by virtue of Lemma 5.8. We set t0 = max(t1, t2) and
we take f0(x) = u(x, t0; f) as the new initial condition. Applying Proposition 5.8
to functions f1(x) = f0(x) and f2(x) = qc1(x) for x > 0, f2(x) ≡ qc1(0) for x < 0,
we find that

qc1(x+ h)− f0(x) ∈ A for x � −h

for h � h0. Further, let c2 ∈ (c, c1). Then, by virtue of the property expressed by
inequality (5.47), we obtain

qc2(x − h) > f0(x) for x > h � h0,
if h0 is sufficiently large. Thus, the conditions of Lemma 5.6 are satisfied, so that
p(u, t; f) = p(u, t − t0; f0) � τ c1(u) for w+ � u � w0 and t − t0 > T (c1, c2).
Relation (5.87) then follows from this and from (5.88). Upper estimates have thus
been obtained.

For c ∈ (c0, c∗) the estimate

(5.89) p(u, t; f) � pc(u)− ε
for u ∈ [w+, w− − δ], t > T1(ε, δ) is obtained in exactly the same way through
use of Lemma 5.7. The estimate (5.89), together with the estimate (5.87), yields
convergence of the solution of the Cauchy problem to a wave with nonminimal speed
c, c0 < c < c∗. In the case of minimal speed c0 we have the upper bound (5.87). A
lower bound follows from Proposition 5.4 and Theorem 4.11.

To complete the proof of the theorem we need only consider the case f(x)≡w+

for x � x0, f(x) > w+ for x < x0 and x0 is a point of continuity of function f(x).
We introduce function fh(x) equal to f(x) for x � x0 − h and equal to zero for
x > x0 − h. By virtue of what was proved above, for each h > 0 the solution of
the Cauchy problem (5.2), (5.3) with initial condition fh(x) converges in form to a
wave. This means that if we denote by mh(t) the solution of the equation

(5.90) u(mh(t), t; fh) = (w+ + w−)/2,

we then have the following equality, uniformly with respect to x on the whole axis:

(5.91) lim
t→∞

u(x+mh(t), t; fh) = wc0(x).

To obtain a similar result for the original function, we note that

fh(x) � f(x) � fh(x− h),
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from which it follows that

(5.92) u(x, t; fh) � u(x, t; f) � u(x− h, t; fh).

If we denote by m(t) the solution of the equation

u(m(t), t; f) = (w+ + w−)/2,

then from (5.92) and (5.90) we obtain

(5.93) mh(t) � m(t) � mh(t) + h.

From this inequality, (5.92), and the monotonicity of u with respect to x it follows
that

(5.94)
u(x+ h+mh(t), t; fh) � u(x+m(t), t; fh) � u(x+m(t), t; f)

� u(x− h+m(t), t; fh) � u(x− h+mh(t), t; fh).

Taking into account the uniform convergence (5.91), and also the convergence
wc0(x+h)→ wc0(x) as h→ 0, uniformly with respect to x, we conclude from (5.94)
that

lim
t→∞

u(x+m(t), t; f) = wc(x),

uniformly with respect to x. This completes the proof of the theorem.

We proceed to a theorem on approach to a system of waves.

Theorem 5.5. Let f(x) be a nonincreasing function, f(x) � w+ for x ∈
(−∞,∞), and let f(−∞) lie in the domain of attraction of point w− relative to
equation (5.35). Let c0 be the maximal wave speed on the integral [w+, w−].

Then:
1. If f(x) ≡ w+ on some semi-axis x � x0 or f(x) > w+ and

κn[f − w+] � −λn(c0), n � 1,

then the solution u(x, t; f) of the Cauchy problem (5.2), (5.3) approaches the mini-
mal system of waves in form and speed.

2. If f(x) > w+, the exponent κn[f − wn] is strict, and

κn[f − w+] = −λn(c), n � 1,

where c is an arbitrary number, c > c0, then the solution u(x, t; f) approaches a
c-minimal system of waves in form and speed.

Proof. Let w(x; a, b) be an arbitrary wave entering the system of wavesR0(u)
under consideration, and let τ(u; a, b) be its representation in the phase plane. We
introduce function f0(x) which coincides with f(x) for a� f(x)� b, is equal to a for
f(x)<a, and is equal to b for f(x)> b. Then, for arbitrary h, f0(x+h)−f(x) ∈A0,
from which it follows by Theorem 4.11 that for t � 0

(5.95) p(u, t; f) � p(u, t; f0), a � u � min(b, u−(t)).

We note, from an estimate of the derivatives of solutions of equation (3.27), that
for an arbitrary given ε only a finite number of waves τ(u; a, b) entering into the
given system of waves can fail to satisfy the condition τ(u; a, b) > −ε for a � u � b.
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Therefore, it follows from the convergence of p(u, t; f0) to τ(u; a, b) and from (5.95)
that for arbitrary ε and δ a number T (ε, δ) can be found such that for t > T (ε, δ)

p(u, t; f) � R0(u) + ε, w+ � u � w− − δ.

An estimate from below of function p(u, t; f) for a minimal system of waves follows
from Proposition 5.4 and Theorem 4.11.

If we consider a c-minimal system of waves for c > c0, then, as in the proof
of the preceding theorem, we introduce functions q(x) and q(x), defined for x � 0,
satisfying the inequality w+ � q, q � w−, tending towards w+ as x → +∞,
q(0) = w−, q′(0) = 0,

q′(x)
(q(x) − w+)n

→ −λn(c1), x→∞,

while q(x) satisfies the same type of relation with c2, where c0 < c1 < c2 < c and
c− c1 can be arbitrarily small. For sufficiently large t we obtain

(5.96) p(u, t; f) � τ(u), w+ � u � q(0),
where the inequality can be strict, choosing, for necessity, the “lower” trajectory
from the bundle of trajectories coming into point (w+, 0) of plane (u, p). Here
function τ(u) corresponds to q(x) and the indicated trajectory. It follows from the
last inequality and the Remarks to Lemma 5.2 that (5.96) is valid for w+ � u� u−(t)
for sufficiently large t.

If we define function q(x) for x < 0 so that on this semi-axis it is equal to
w−, then as is readily verified, function p(u, t; q) will increase monotonically with
respect to t for each u, w+ < u < w−, and will tend towards function R1(u)
corresponding to a c1-minimal system of waves. Since p(u, t; f) � p(u, t− t0; q) for
t � t0, w+ � u � u−(t) for t0 sufficiently large, and R1(u) tends towards R(u) as
c1 → c, we have the inequality

p(u, t; f) � R(u)− ε, w+ � u � u−(t),
where ε→ 0 as t→∞. This completes the proof of the theorem.

The theorem just proved makes it possible to give a general picture of the
asymptotic behavior of solutions of the Cauchy problem (5.2), (5.3) for sources of
the second type (monostable case). We assume that the initial function f(x) is
nonincreasing, that f(+∞) = w+, and that f(−∞) lies in the domain of attraction
of point w−. If f(x) =w+ on some semi-axis, then, as the theorem implies, solutions
of the Cauchy problem (5.2), (5.3) as t → ∞ converge to the minimal system of
waves. Consider now the case where f(x) > w+. Since f(x) is a nonincreasing
function, then κn[f − w+] � 0, which follows directly from the definition of the
exponent κ (see §5.3). Let κn[f − w+] < 0. Then if κn[f − w+] � −λn(c0),
where c0 is the maximal wave speed in the minimal system of waves, then the
solution of problem (5.2), (5.3) converges to a minimal system of waves. But if
κn[f − w+] > −λn(c0), then, obviously, we can find exactly one number c > c0,
such that κn[f −w+] = −λn(c), and the solution of the Cauchy problem converges
to a c-minimal system of waves. Recall that, according to Theorem 3.15, such a
system of waves exists for arbitrary c � c0.

In this way, we see that under the assumptions made relative to f(x) the
asymptotic behavior of solutions of the Cauchy problem (5.2), (5.3), in the case of
sources of the second type, may be described by systems of waves. In fact, this
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is true even under lesser restrictions on the initial function (see §6). There is an
analogous result for sources of the first type, a consequence of Theorem 5.2.

In this section we go into detail on sources of the second type. Sources of the
third type, where both points w+ and w− are unstable, may be studied in exactly
the same way; therefore we limit the discussion to brief remarks only. We note first
that there are no waves for such sources (see §3). We can therefore discuss only an
approach to a systems of waves. Here we need to require fulfillment of the condition
f(+∞)=w+, f(−∞)=w−. Along with the exponent κ characterizing the behavior
of function f(x) at +∞, it is necessary also to introduce an analogous exponent
describing the behavior of f(x) at −∞. One must also define analogous c±-minimal
systems of waves. (For such wave systems c+ is the speed of an (a, ·)-wave, c− is
the speed of a (·, b)-wave.) Then, depending on the values of the exponents κ of the
functions f −w+ and w− − f at +∞ and −∞, respectively, we obtain an approach
to the corresponding systems of waves.

§6. Supplement (Additions and bibliographic commentaries)

Wave solutions described by scalar parabolic equations

(6.1)
∂u

∂t
=
∂2u

∂x2
+ F (u)

were first considered in papers by Fisher [Fis 1] and by Kolmogorov, Petrovskiy, and
Piskunov [Kolm 1] in connection with biological problems concerning propagation
of a dominant gene. In [Kolm 1] for a positive source (F (u) > 0, for 0 < u < 1,
F (0) = F (1) = 0) with the additional condition

(6.2) F ′(u) � F ′(0) for 0 � u � 1,

the existence of waves was proved for all speeds c � c0. The minimal speed of a
wave in the given case was calculated explicitly and was found equal to 2(F ′(0))1/2.
For an initial condition of a particular form

(6.3) u(x, 0) = f(x),

where f(x) = 1 for x � 0, f(x) = 0 for x > 0, approach of a solution of the
Cauchy problem (6.1), (6.3) to a wave with minimal speed, and in form and
speed the absence of a uniform approach was proved. Zel′dovich and Frank-
Kamenetsky [Zel 2] showed that equation (6.1) can describe propagation of a wave
of combustion of gases (see source in Figure 1.3) and they presented a method of de-
termining approximately the speed of the wave for problems of combustion (narrow
reaction zone method). In [Baren 2] stability of a wave to small perturbations was
established and the concept of stability with shift (see Chapter 5) was introduced.
In [Kan 1, 3] studies were made of the problem of the stability of a wave and of
the approach to a wave for sufficiently general initial conditions in the case of a
positive source and for a source satisfying the conditions

F (u) � 0 for 0 < u < u0 < 1,

F (u) > 0 for u0 < u < 1,
∫ 1

0

F (u) du � 0.
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In [Il 2, 3] the equation
∂u

∂t
=
∂2u

∂x2
+
∂ϕ(u)
∂x

was considered. Existence of a wave solution was established and also the approach
to it, uniformly on the whole axis, from initial conditions of a fairly general form.

Later on, a large number of papers appeared in which wave solutions of scalar
parabolic equations were considered. In these papers the studies involved more
general sources and initial conditions, multi-dimensional equations, and equations
of other types.

The existence of waves was studied in [Aro 1, Fife 7, Kolm 1, Ter 1, Vol 3],
and was also considered in the majority of the papers devoted to the study of waves.
A minimax representation for the speed was obtained in [Had 2] and was applied to
the study of waves (see §2) in [Vol 3]. Conditions under which the minimal speed
of a wave is equal to 2(F ′(0))1/2 (without satisfying condition (6.2)) was examined
in [Khu 1].

Problems relating to the approach to a wave under various assumptions on the
form of the source and initial conditions were studied in papers (besides those
indicated above) [Aro 1, Bra 1, Fife 6–8, Kam 1, Lua 1, Lar 2, McK 1,
Moe 1, Rot 1, 2, Sto 1, 2, Uch 1, 2, Vol 14–16, 18, 19]. Systems of waves
were considered in [Fife 6–8] under certain assumptions on the type of source, and
in [Vol 15, 16, 18, 19] for a source of a general form.

Stability of waves was investigated in [Baren 2, Hag 1, Kan 3, Sat 1, 2,
Vol 11].

There are a number of papers in which the nonlinear equation

∂u

∂t
= F

(
∂2u

∂x2
,
∂u

∂x
, u

)
is considered with a condition of parabolicity or various special cases of this equation
([Atk 1, Chu 1, Eng 1, Erm 2, Grin 2, Hag 1, Her 1, Oth 1, Pim 1, Zhi 1]).
There also exists a wide literature devoted to the study of equation (6.1) in semi-
bounded and bounded domains (see [Aro 1, Dik 1, Vel 1, 2]). In [Gard 6] a study
is made of wave solutions of scalar equations of higher order.

In §§1–5 a fairly detailed presentation is given of the theory of waves described
by a scalar parabolic equation. We decided, however, to carry over certain problems
to this supplement in order not to complicate the exposition. Included among
these problems are, in particular, the uniform approach to a wave, nonmonotone
initial conditions, threshold effects, and multi-dimensional equations. All the papers
mentioned above are close in their methods and results to what we have presented
in the preceding sections of this chapter or to what follows later in this section.

We shall dwell briefly on some other questions. There is, first of all, the problem
of the explicit construction of wave solutions for various specific forms of the source
F (u). Methods for the construction of exact solutions of semi-linear parabolic
equations are presented in the book by Maslov, Danilov, and Volosov [Mas 1], in
which, in particular, waves are also considered (see also [Sle 1]).

Another topic, which we shall not touch upon here, is the study of equations
with small parameter in the coefficients, the asymptotics of which can lead, for
example, to solutions of the equations considered in the present monograph. In
particular, this leads to the possibility of studying nonhomogeneous media. Ap-
proaches in this direction are developed in the aforementioned book [Mas 1] and
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also in [Dan 1, Pap 1] and [Fife 15]. In [Volos 1] a general quasilinear equation
with a small parameter is considered and localized waves described by it are studied.

And, finally, one last item. As we have already noted, waves and systems of
waves arise naturally as a result of the asymptotics, as t → ∞, in solutions of
the Cauchy problem. There is, however, a range of problems, having important
applications, connected with solutions of quasilinear parabolic equations growing
without bound after a finite time, so called blow-up solutions (see [Beb 1, Berg 1,
Gig 1, Sam 1] and references therein).

6.1. More general initial conditions. We consider first the monostable
case, assuming, for definiteness, that u = 0 is an unstable point with respect to the
equation

(6.4)
du

dt
= F (u),

i.e., F (u) > 0 in some right half-neighborhood of the origin. In §5 it was shown
that approach to a wave and to a system of waves is determined in this case by the
behavior of the initial function f(x) as x→∞. In particular, if

(6.5) F ′(0) > 0,

then the behavior of solutions of the Cauchy problem at large times depends on the
quantity

(6.6) κ[f ] = lim
x→+∞

f ′(x)
f(x)

.

Omitting the details, we can say that a solution approaches wave wc if

(6.7) κ[f ] = κ[wc],

for a wave with nonminimal speed, and

(6.8) κ[f ] � lim
c↘c0

κ[wc],

for a wave with minimal speed (in fact, a somewhat broader class of functions is
considered; see Theorem 5.4). In a similar way, we define approach to systems of
waves, except that, in this case, in the conditions (6.7), (6.8), as wc we mean a
wave, entering into a system of waves, for which wc(+∞) = 0.

We consider functions f(x) having a strict Lyapunov exponent:

(6.9) κ1[f ] = lim
x→+∞

ln f(x)
x

.

As was shown in §5.3, if the limit (6.6) exists, then the limit (6.9) also exists, and
they are equal to one another. Thus we have a class of functions broader than
the class considered above. It turns out to be the case that for a source of the
second type the conditions (6.7), (6.8) for the approach to waves and minimal c-
systems of waves remain valid for this class of functions when the inequality (6.5)
is satisfied [Vol 16, 19] (we need to substitute κ1[f ] for κ[f ] in (6.7), (6.8)). Here,
as earlier, we consider monotone initial conditions for which f(−∞) belongs to the
domain of attraction of point u = 1 with respect to equation (6.4). For a positive
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source we can waive the monotonicity conditions. We require, moreover, that the
inequality

lim
x→−∞

f(x) > 0

be satisfied (although this condition can be weakened).
Assume now that the following limit exists for some h > 0:

κ2[f ] = lim
x→+∞

1
x
ln
∫ x(1+h)

x

f(ξ) dξ.

This involves an even broader class of functions, and, for a positive source, it has
been shown, with fulfillment of the additional condition (6.2), that even in this
case we have approach to a wave in form and speed [Bra 1, Lua 1]. As before, the
conditions (6.7), (6.8) (with κ replaced by κ2) determine which wave the solutions
of the Cauchy problem approach.

For sources of the third type, if

F ′(0) > 0, F ′(1) > 0,

the approach of solutions of the Cauchy problem to systems of waves is also deter-
mined by Lyapunov exponents of function f(x) at +∞ and of function (1− f(x))
at −∞ [Vol 16].

All the results concerning approach to waves and systems of waves are set forth
in §5 for monotone conditions. In a number of cases this restriction can be waived.
For a positive source, nonmonotone initial conditions were considered in [Kan 1,
Kam 1, Moe 1, Rot 1, Uch 2, Vol 14, 2]. In [Fife 7], for the bistable case, with
fulfillment of the additional conditions

F ′(0) < 0, F ′(1) < 0,

monotonicity is also not required. Moreover, if

(6.10)
F (u) < 0 for 0 < u < a0,

F (u) > 0 for a1 < u < 1,

where 0 < a0 � a1 < 1, and if a [0, 1]-wave exists, then the solution approaches it
uniformly if 0 � f(x) � 1 for all x and

(6.11) lim
x→+∞

f(x) < a0, lim
x→−∞

f(x) > a1.

It follows from this, in particular, that under the assumptions stated (without
conditions (6.11)) the solution u(x, t; f) of the Cauchy problem approaches a wave
as t→∞ iff the following conditions are satisfied:

lim
x→+∞

u(x, t; f)→ 0, lim
x→−∞

u(x, t; f)→ 1.

At the end of this section we present, without proof, two theorems concerning
approach to a wave in the case of nonmonotone initial conditions. We consider
first the monostable case, assuming that u = 0 is an unstable point with respect to
equation (6.4) and F (u)/un→ an, where n� 1, an > 0. We shall assume that there
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exist [0, 1]-waves with speeds c ∈ [c0, c1). Then F (u) > 0 for a1 < u < 1 for some
a1, 0 < a1 < 1. For simplicity, we limit the discussion to smooth initial functions.

Theorem 6.1. Let 0 � f(x) � 1 for all x and lim
x→−∞

f(x) > a1. If

lim
x→∞

f ′(x)
fn(x)

= − an
c/2 + (c2/4− α)1/2

for c∈ (c0, c1), then solution u(x, t; f) of the Cauchy problem (6.1), (6.3) approaches
the wave wc(x) in form and speed. If

lim
x→∞

f ′(x)
fn(x)

� − an
c0/2 + (c20/4− α)1/2

,

then the solution approaches wave wc0 with minimal speed. (Here α = F ′(0).)

The proof of this theorem repeats, almost literally, the proof of the correspond-
ing assertions of Theorem 5.4. The difference is that, instead of functions q(x)
defined for x � 0 and satisfying conditions

(6.12)
q′(0) = 0, q′(x) < 0 for x > 0, 0 < q(x) < 1 for x � 0,

lim
x→∞

q′(x)
qn(x)

= − an
c/2 + (c2/4− α)1/2 ,

we consider an arbitrary smooth monotonically decreasing function g(x), given on
the whole axis, for which

a1 < g(−∞) < lim
x→−∞

f(x)

and limit (6.12) exists. Here we need to account for the fact that, in view of the
result of §5, the solution u(x, t; g) approaches a wave in form and in speed.

Theorem 6.2. Let us assume the following: conditions (6.10) are satisfied, a
[0, 1]-wave w(x) exists, f(x) is a piecewise-continuous function with a finite number
of points of discontinuity, 0 � f(x) � 1 for all x, and the following limits exist :

(6.13) lim
x→+∞

f(x) = 0, lim
x→−∞

f(x) = 1.

Then the solution of the Cauchy problem (6.1), (6.3) approaches the wave w(x) in
form and in speed.

In proving this theorem we first show that the solution becomes monotone for
ε(t) � u � 1 − ε(t), where ε(t) → 0 as t → ∞. After this, we follow the same
procedures as in the proof of Theorem 5.1.

We note, in comparison with the results presented above from [Fife 7], that
here we allow the derivatives F ′(0) and F ′(1) to be zero; there is, however, the
additional condition (6.13).

6.2. Nonmonotone systems of waves. Up until now we have considered
systems of waves consisting of decreasing waves. Along with this, there exist
systems of waves in which decreasing as well as increasing waves appear. Such
systems of waves can also describe the behavior of solutions of the Cauchy problem
for large times.

The most detailed studies of nonmonotone systems for a positive source appear
in [Vol 14] and [Uch 2]. In the given case the system of waves consists of two
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waves, moving in opposite directions, each with its own speed. If F ′(0) > 0 and
f(x) → 0 as x → ±∞ (0 � f(x) � 1, f(x) �≡ 0), then the solution of the Cauchy
problem approaches a system of waves of this kind. The waves of the system in
question are determined by Lyapunov exponents of the initial condition as x→+∞
and as x→ −∞ [Vol 14].

Results are also available concerning approach to nonmonotone systems of
waves for sources with alternating signs [Fife 7, Rot 1].

6.3. Uniform approach to a wave. In §5 uniform approach to a wave and
approach in form and speed were defined; however, in all the theorems concerning
approach to waves and systems of waves, only the second case was considered.
This is connected with the fact that uniform approach to a wave will be discussed
in Chapter 5 for monotone systems, a particular case of which is the scalar equation.
There we shall consider the stability of waves to small perturbations (with shift,
without shift, with weight). However, uniform approach to a wave for a scalar
equation is studied in more detail, certain problems relating to which we pause to
consider here briefly.

A solution can approach uniformly not only a wave [Kan 1, Fife 7, Moe 1,
Rot 1, Rot 2], but also a system of waves [Fife 7], including also the case of
nonmonotone initial conditions (monotone solutions are considered in Chapter 5).
For a scalar equation, studies have been made, in the monostable case, of uniform
approach to a wave with nonminimal speeds c > c0, and to a wave with minimal
speed c0 in the case c0 = c∗ (c∗ = 2(F ′(0))1/2) [Moe 1, Uch 2], which so far has
not been done for systems of equations.

We recall that for c > c∗

(6.14) w0(x)eλx → a, x→ +∞,

and, for uniform approach to a wave in the case of a positive source, we require
that the initial function has analogous behavior also [Uch 2]:

f(x)eλx → a1, x→∞.

Here a, a1 are positive constants, λ = c/2 − (c2/4 − α)1/2 for c > c0, and λ >
c0/2− (c20/4− a)1/2 for c = c0.

For c = c∗ we can have either (6.14) or

w0(x)
1
x
eλx → a2, x→ +∞.

In this case, for uniform approach to a wave, the initial function must behave in
the same way [Uch 2].

Without the restrictions indicated, there can be no uniform approach. We have
already referred to the result, given in [Kolm 1], concerning the fact that for the
initial condition f(x) = 1 for x � 0 and f(x) = 0 for x > 0 there can be approach
to a wave in form and in speed, but with the uniform approach lacking.

6.4. Threshold effect. For a positive source, in the case F ′(0) > 0, and for
an arbitrary initial condition f(x) not identically equal to zero, solution u(x, t; f)
of the Cauchy problem tends towards 1 as t → ∞ on each finite interval. Here
approach to a wave or to a system of waves is possible. However, if F ′(0) = 0, this
is possible only for initial conditions sufficiently large in some sense; in the contrary
case the solution can tend towards 0. This is referred to as the threshold effect. A
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precise result for the multi-dimensional case may be formulated as follows [Aro 2]
(see also [Kalan 1, Uch 2]):

If
lim
u→0

u−(1+2/n)F (u) > 0,

then all perturbations increase;
if

F (u) � kuβ, β > 1 + 2/n,

then there are decaying perturbations. Here n is the dimension of the space.
The threshold effect was also studied for sources with alternating signs [Aro 1,

Hag 1].

6.5. Methods of analysis. Existence and properties of waves and systems of
waves are studied mainly on the basis of an analysis of the behavior of trajectories
of the first order systems of equations

w′ = p, p′ = −cp− F (w).

The method of functionals (see §§2, 3), connected with a minimax representation of
the speed, was studied in [Vol 3] and [Had 2]. Methods for proving the existence
of waves in the multi-dimensional case for systems of equations are discussed in §6.6
and in Chapter 3.

We can, apparently, identify four basic methods for investigating the approach
of solutions of the Cauchy problem to waves and systems of waves.

The first method is based on application of comparison theorems on the phase
plane. It was first used in [Kolm 1]. Subsequently, it evolved and was applied in
a large number of papers (see, for example, [Vol 14, Fife 8, Uch 2]), making it
possible to obtain rather general results. This approach is described in detail in §4
and all the results in §5 are obtained in precisely this way.

A second method, presented in [Fife 7], is based on the construction of a
functional decreasing on solutions. We describe the essence of this method briefly,
omitting various details.

If u(x, t) is a solution of the equation

(6.15)
∂u

∂t
=
∂2u

∂x2
+ c
∂u

∂x
+ F (u),

then the functional

V (u) =
∫ ∞

−∞
ecx
[
1
2

(
∂u

∂x

)2

− Φ(u)
]
dx,

where

Φ(u) =
∫ u

0

F (τ) dτ

decreases along the solution. Indeed,

dV

dt
=
∫ ∞

−∞
ecx
[
∂u

∂x

∂2u

∂x∂t
− F (u)∂u

∂t

]
dx = −

∫ ∞

−∞

(
∂u

∂t

)2

dx.

(It is necessary here to concern ourselves with convergence of the integrals and to
show, after an integration by parts, that the integrated terms are equal to 0.) If we
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show that V (u) is bounded from below, then, as t → ∞, the solution u(x, t) will
tend towards the stationary solution of equation (6.15), i.e., to a wave.

The method for establishing approach of solutions to a wave with application
of the Lyapunov functional was also used in [Rot 1] and [Uch 2].

Our next method for investigating the asymptotic behavior of solutions at large
times is connected with an analysis of the stability of a wave to small perturbations.
It will be considered in detail in Chapter 5. We merely note here that stability of
a wave is determined by the location of the spectrum of the linearized equation.
The problem here is made complex due to the presence of a continuous spectrum,
points of which can be in the right half-plane, and a zero eigenvalue. For the scalar
equation, as was already pointed out above, stability of waves to small perturbations
was studied in [Baren 2, Vol 11, Sat 1, 2].

And, finally, there are papers in which waves are investigated by probabilistic
methods [Bra 1, McK 1]. Some of the results obtained in these works were
obtained somewhat simpler using other methods (compare [Bra 1] and [Lua 1]).

We note that a principal peculiarity of the scalar equation (in contrast to
systems of equations) is the applicability to it of positiveness theorems in the linear
case and of comparison theorems in the nonlinear case (see §4). These are theorems
which, in one form or another, are used in the study of waves. In particular,
they make it possible to establish in an elementary way stability (not asymptotic
stability) of a monotone wave to small perturbations. Indeed, if w(x) is a stationary
solution of equation (6.15), and the initial function f(x) satisfies the inequalities

w(x + h) � f(x) � w(x − h), −∞ < x < +∞,

then analogous inequalities hold also for a solution of the Cauchy problem. Instabil-
ity of nonmonotone waves is also simply established (see Theorem 5.3 and [Hag 1]).

In conclusion, we give yet another simple method for proving the approach of
solutions to a wave for a positive source when condition (6.2) is satisfied. We note
that the difference of two solutions u1 and u2 of equation (6.1), in absolute value,
is majorized by a solution v of the problem

∂v

∂t
=
∂2v

∂x2
+ αv, v(x, 0) = |u1(x, 0)− u2(x, 0)|

(α = F ′(0)). Introducing a new function

z(ξ, t) = e−
c
2 ξv(ξ, t), ξ = x+ ct,

we obtain
∂z

∂t
=
∂2z

∂x2
+
(
c2

4
− α
)
z, z(ξ, 0) = e−

c
2 ξv(ξ, 0).

Taking into account the positiveness of the coefficient of z (c2/4 � α), and the
estimate

|ϕ(x, t)| � 1
(4πt)1/2p

‖ϕ(x, 0)‖Lp

of the solution of the equation
∂ϕ

∂t
=
∂2ϕ

∂x2
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for all x and t > 0, we obtain, for arbitrary h,

(6.16)

|u(x+ ct, t; f)− w0(x + h)|e−
c
2 ξ

� e−( c2
4 −α)t

(4πt)1/2p

(∫ ∞

−∞
e−p

c
2 ξ|f(ξ)− w0(ξ + h)|p dξ

)1/p

.

The uniform approach to a wave on an arbitrary right semi-axis as t →∞ follows
from this.

Estimates of this kind were obtained in [Moe 1].
We remark that inequality (6.16), as well as the methods based on use of the

Lyapunov functional and stability analysis, makes it possible to estimate the rate of
convergence of a solution to a wave. It is interesting to observe that if for c2/4 > α
the convergence is exponential, then for c2/4 = α it is of power-law type.

6.6. Multi-dimensional equation. The multi-dimensional scalar equation
has been studied in less detail than the one-dimensional equation. In [Aro 2]
a study is made of the rate of propagation of perturbations, and in [Jon 1, 2]
approach to a one-dimensional wave is proved on one-dimensional sections of space
Rn. Stability of waves with respect to small perturbation as well as global stability
are studied in [Beres 6, Roq 1–3, Lev 1, Xin 1, 2].

Recently, a large number of papers have appeared in which existence of multi-
dimensional waves is established in cylindrical domains. In [Beres 1–3, 5, 7]
equations of the form

∆u− cα(y) ∂u
∂x1

+ f(y, u) = 0

and

∆u− (c+ α(y))
∂u

∂x1
+ f(y, u) = 0

are considered, where x1 is a variable along the cylinder axis, and y = (x2, . . . , xn)
is a variable in a cylinder cross-section, with boundary conditions

∂u

∂ν

∣∣∣∣
x∈S

= 0, u
∣∣
x1=±∞ = u±.

Here S is the surface of the cylinder, ∂u/∂ν is a normal derivative, u± are constants,
α(y) and f(y, u) are given functions, and c is the wave speed.

In these papers, to prove existence of waves, the existence of solutions is first
proved in bounded domains using the theory of rotation of vector fields; this is
followed by a passage to the limit. We remark that a similar approach is applied
in [Beres 4, Bon 1, Hei 1] for systems of equations in the one-dimensional case
(see Chapter 3). In both cases boundedness of the domain makes it possible to deal
with completely continuous vector fields, i.e., to make use of the classical theory.
However, to justify passage to the limit in this approach it is necessary to use
the specific character of the nonlinear source. Construction of a rotation of vector
fields for operators acting in the space of functions given on the whole axis is carried
out in Chapter 2. Remarks relating to the multi-dimensional case also appear in
Chapter 2.
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In [Gard 3] a proof is given for existence of wave solutions for the equation

(6.17)
∂u

∂t
= ∆u+ f(u),

considered in the strip x ∈ R1, 0 � y � L, with boundary conditions

u
∣∣
y=0,y=L

= 0, u
∣∣
x=−∞ = u0, u

∣∣
x=+∞ = u1(y),

where u0 is a constant and u1(y) is a solution of the problem

d2u

dy2
+ f(u) = 0, u(0) = u(L) = 0.

The method of proof is based on reducing equation (6.17) to a difference equation
with respect to variable y:

(6.18)
∂ui
∂t

=
∂2ui
∂x2

+
ui+1 − 2ui + ui−1

h2
+ f(ui).

In fact, this is a system of equations in the one-dimensional functions u1(x), . . . ,
un(x). Existence of waves for this system is proved by the method of isolated
invariant sets [Con 1] (see Chapter 3); this is followed by a passage to the limit
with h→ 0.

We note that the system of equations (6.18) is monotone in the sense of a
definition given in Chapter 3 and results concerning existence of waves, obtained
in that chapter, are therefore applicable to it.

Equation (6.17) in the n-dimensional case is considered in [Hei 2]. To prove
existence of waves the functional

V (u) =
∫
D

ecx
[
1
2
|∇u|2 − Φ(u)

]
dx dy, Φ(u) =

∫ u

0

f(ξ) dξ,

decreasing along solutions, is employed (compare with the functional V (u) in §6.5).
In [Uch 3] asymptotic behavior of solutions of equations with variable coef-

ficients is studied. These equations arise, in particular, in studies of spherically
symmetric multi-dimensional equations.

Papers have also appeared [Ami 1, Kir 1] in which the existence of waves in
the multi-dimensional case is established by the method of bifurcations.

Estimates of solutions of parabolic equations in a cylindrical domain with the
aid of sub- and super-solutions of traveling wave type are derived in [Bel 4]. Studies
devoted to various other problems connected with multi-dimensional waves appear
in [Ger 1, 2, Fre 1].

Asymptotic methods have been developed for the problems in question in
[Barles 1, Bron 1, 2, Fre 2, 3, Hil 2, Mot 1–6, Scha 1].



CHAPTER 2

Leray-Schauder Degree

§1. Introduction. Formulation of results

The study of scalar parabolic equations, in a number of cases, can be made, as is
evident from the preceding chapter, using a rather simple mathematical technique.
In the transition to systems of equations this technique turns out to be, as a
rule, insufficient and other methods of investigation must be chosen. What seems
promising, from this point of view, is the introduction of operators describing wave
solutions of parabolic systems of equations and the application to them of results
obtained for specific classes of nonlinear operators. In this chapter we attempt to
realize this approach. The operators in question will be defined here and estimates
will be obtained for them, making it possible to establish the Fredholm property
of the operators and to construct a rotation of the vector field (Leray-Schauder
degree). Rotation of the vector field, in turn, allows us to apply the Leray-Schauder
method to prove the existence of waves, to study nonlocal bifurcations, etc. In
Chapter 3 we apply the Leray-Schauder method to a class of parabolic systems for
which the obtaining of a priori estimates of solutions becomes possible. The results
presented in this chapter were obtained in [Vol 5, 6, 8 , 42].

We consider the parabolic system of equations

(1.1)
∂u

∂t
= a

∂2u

∂x2
+ F (u),

where a is a positive definite symmetric square matrix of order n, and F (u) is
a vector-valued function, defined and continuously differentiable for u ∈ Rn. A
solution of system (1.1) is called a solution of traveling wave type if

(1.2) u(x, t) = w(x − ct),

where w(x) is a twice continuously differentiable vector-valued function, bounded
for all real x, and c is a constant, the speed of the wave. If we substitute (1.2)
into (1.1), we obtain the system of equations

(1.3) aw′′ + cw′ + F (w) = 0,

in which the unknowns are the function w and the constant c. We limit the
discussion to traveling waves w(x) having limits as x→ ±∞:

(1.4) lim
x→±∞

w(x) = w±,

where w+ �= w− and

(1.5) F (w+) = F (w−) = 0.

121
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Thus, the study of wave solutions leads to a problem over the whole axis, and
this proves to be essential from the point of view of defining rotation of the vector
field.

It is well known (see [Lad 1], for example) that if equation (1.3) is considered
in a bounded domain, then the corresponding vector field can be reduced to a
completely continuous one. Indeed, let us denote by A the operator corresponding
to the left-hand side of (1.3) and acting in the space Cα with domain of definition
C2+α. By virtue of the compactness of the embedding of C2+α in Cα, it can be
written in the form

A = L+B = L(I + L−1B),

where L has a completely continuous inverse, and from equation Lu = 0 it follows
that u = 0, and B is a bounded operator. Thus, we can consider the completely
continuous vector field I +L−1B and use the degree in its classical version [Ler 1].
If the domain considered is unbounded, the embedding of C2+α in Cα is not a
compact operator, and this approach cannot be used.

Nevertheless, in some cases the vector field can be reduced to a compact one in
the case of unbounded domains. In [Esc 1] weighted Sobolev spaces are considered
with a strong weight, for example, exp(x2). The representation of operator A,
presented above, can also be obtained in this case. Of essence here is the fact
that the weight functions should grow faster than exponentially. This means that
functions of exponential decay do not belong to these spaces, and this is a strong
limitation on application of this approach. In particular, it cannot be used for the
study of wave solutions to parabolic systems of equations of type (1.1).

In constructing a rotation of the vector field we shall follow the method of
I. V. Skrypnik [Skr 1]. Estimates of operators play an essential role here; obtaining
these estimates determines the possibility of applying the method indicated. Also
of importance here is the choice of functional spaces. For example, for space C it is
easy to construct, using results of the preceding chapter, an example of homotopic
operators, for one of which a wave exists and for another it does not, though, a priori
estimates are preserved during homotopy. This means that the degree with usual
properties, including homotopy invariance, cannot be introduced for an arbitrary
space.

We note that, along with this approach, which we apply here, other approaches
to the construction of a rotation of the vector field and to the application of the
Leray-Schauder method are possible. More detail concerning this is given in the
supplement to Chapter 3.

We now state a condition on system (1.1) under which our investigations will
be carried out.

We introduce the notation

b+ = F ′(w+), b− = F ′(w−),

where F ′(u) is the matrix of first partial derivatives. In proceeding, we assume the
following condition is satisfied:

Condition 1.1. The eigenvalues of the matrices b± − aξ2 lie in the left half-
plane for all real ξ.

We note that this condition is connected with the location of the continuous
spectrum of an operator (see Chapter 4). We show now how to make the transition
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from problem (1.3), (1.4) to the corresponding operator. For this purpose, it
is convenient to introduce the boundary conditions (1.4) into the coefficients of
equation (1.3), so that the unknown function vanishes at the infinities. With this
in mind, we set

(1.6)
w(x) = u(x) + ψ(x),

ψ(x) = w−ω(x) + w+(1− ω(x)),

where ω(x) is a monotone smooth function, equal to zero for x � 1 and equal to
one for x � −1. Then u(x) satisfies the system

(1.7) a(u′′ + ψ′′) + c(u′ + ψ′) + F (u+ ψ) = 0.

We note that, along with w(x) as a solution of system (1.3), we also have the
function w(x + h), where h is an arbitrary number. Therefore, to each solution
u(x) of equation (1.7) there corresponds a one-parameter family of solutions

(1.8) uh(x) = u(x+ h) + ψ(x+ h)− ψ(x).

The nonisolatedness of the solutions complicates further investigations. An-
other complication is the fact that, along with the unknown function u, the constant
c is also unknown. We can rid ourselves of these two complications through the
method of functionalization of a parameter (see [Kra 2]), which, in the case under
consideration, may be realized in the following way. Instead of equation (1.7) we
consider the equation

(1.9) a(u′′ + ψ′′) + c(u)(u′ + ψ′) + F (u+ ψ) = 0,

where c(u) is a functional. Processing, we assume that u(x) is an element of some
functional space E (see below). We need to construct functional c(u) so that it is
defined on the whole space E and satisfies the following conditions:

1. For each u ∈ E, the function c(uh), where uh is defined by equation (1.8),
is monotone in h;

2. c(uh)→ ±∞ as h→ ∓∞.
We note that, in contrast to constant c in equation (1.7), the functional c(u)

in equation (1.9) is assumed to be given and only function u is unknown.
When conditions 1 and 2 are satisfied, equation (1.9) is equivalent to equa-

tion (1.7) in the following sense. Let constant c = c0 and family uh(x) (−∞ < h <
+∞) constitute a solution of equation (1.7). We select h = h0 from the condition
c(uh) = c0. By virtue of conditions 1 and 2, such an h exists for arbitrary c0
and may be determined uniquely. It is obvious that the function u(x) = uh0(x) is a
solution of equation (1.9). Conversely, let u(x) be a solution of equation (1.9). Then
the constant c = c(u) and the family uh(x), defined by equation (1.8), constitute a
solution of equation (1.7).

In what follows we introduce space E and construct the functional c(u), satis-
fying conditions 1 and 2. We consider operator A(u), acting from space E into the
conjugate space E∗, defined by the left-hand side of equation (1.9).

For convenience, we give some results from [Skr 1], necessary for the sequel.
Let D be a bounded domain in a real separable reflexive Banach space E with
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boundary Γ. We assume that operator A : Γ → E∗ is demi-continuous (for the
sequel it is sufficient to consider A(u) continuous), bounded,

A(u) �= 0 for u ∈ Γ,

and satisfies the condition
α) for an arbitrary sequence un ∈ Γ, weakly converging to u0, the relation

lim
n→∞

〈A(un), un − u0〉 � 0

implies the strong convergence of un to u0.
Here 〈f, y〉 indicates the action of functional f ∈ E∗ on an element u ∈ E.
Under the assumptions indicated in [Skr 1] a rotation of field A(u) is deter-

mined on Γ with the aid of corresponding finite-dimensional fields. It possesses
the properties known for the degree for completely continuous vector fields. In
particular, rotations of homotopic fields are the same. We introduce the definition of
homotopic fields given in [Skr 1]. Let A1, A2 : Γ→E∗ be bounded demi-continuous
operators satisfying condition α), and assume that the fields A1(u) and A2(u) do
not vanish on Γ. Fields A1(u) and A2(u) are said to be homotopic on Γ if there
exists a bounded operator A : Γ × [0, 1] → E∗ such that A(u, t) satisfies condition
α′), is demi-continuous, does not vanish on Γ× [0, 1], and, for u ∈ Γ:

A(u, 0) = A1(u), A(u, 1) = A2(u).

Condition α′) is formulated as follows: for an arbitrary convergent sequence tn,
tn ∈ [0, 1], and for an arbitrary sequence un, un ∈ Γ, converging weakly to u0, the
inequality

lim
n→∞

〈A(un, tn), un − u0〉 � 0

implies the strong convergence of un to u0.
In what follows we formulate the main results of this chapter.
We begin by introducing the functional space E. As space E we take a weighted

Sobolev space *W 1
2,µ of vector-valued functions, given on the real axis, with the

inner product *

(1.10) [u, v]µ =
∫ ∞

−∞
{(u′(x), v′(x)) + (u(x), v(x))}µ(x) dx,

where u, v : R1 → Rn. We denote the norm in this space by ‖ · ‖µ.
We assume the following restrictions on the weight function µ(x):
1. µ(x) � 1, µ(x)→ +∞ as |x| → ∞;
2. µ(x) has derivatives to the second order and the functions µ′(x)/µ(x),
µ′′(x)/µ(x) are bounded and square integrable. It follows from this that
µ(x) � µ(0) exp(k|x|1/2), where k is the norm of µ′/µ in L2.

We show now how a functional c(u) possessing the properties indicated above
can be constructed in this space. Let σ(x) be a monotonically increasing function
such that σ(x)→ 0 as x→ −∞, σ(x)→ 1 as x→ +∞,∫ 0

−∞
σ(x) dx <∞.
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We set

(1.11) ρ(u) =
(∫ ∞

−∞
|u(x) + ψ(x) − w+|2σ(x) dx

)1/2

,

where ψ(x) is defined by equation (1.7), and

(1.12) c(u) = ln ρ(u).

Proposition 1.1. The functional c(u) defined on space E by equations (1.11)
and (1.12) satisfies a Lipschitz condition on each bounded set of space E and
possesses the following properties : c(uh) is a monotonically decreasing function
of h, c(uh)→ +∞ as h→−∞, and c(uh)→−∞ as h→ +∞. Here uh is defined
by equation (1.8), u ∈ E.

We proceed now to the construction of the operator A(u) mentioned above. For
arbitrary u ∈ E, operator A(u), acting from E into E∗, is defined by the equality

(1.13)
〈A(u), v〉 =

∫ ∞

−∞
(au′, (vµ)′) dx

−
∫ ∞

−∞
(aψ′′ + c(u)(u′ + ψ′) + F (u + ψ), v)µ(x) dx,

where v ∈ E. Recall that 〈A(u), v〉 denotes the action of functional A(u) ∈ E∗ on
element v ∈ E. Note also that for twice continuously differentiable functions u and
functions v ∈ E with a finite support, equation (1.13) has the form

〈A(u), v〉 = −
∫ ∞

−∞
(a(u′′ + ψ′′) + c(u)(u′ + ψ′) + F (u+ ψ), v)µ(x) dx.

From this the relationship of operator A(u) to the left-hand side of equation (1.9)
is evident. It is easy to see that each solution u ∈ E of equation

(1.14) A(u) = 0

has a continuous second derivative and satisfies equation (1.9), and, conversely, each
solution u of equation (1.9), having continuous second derivatives and belonging to
space E, is a solution of equation (1.14).

Proposition 1.2. Operator A(u) satisfies a Lipschitz condition on each boun-
ded set of space E.

Theorem 1.1. Let Condition 1.1 be satisfied. Then there exists a bounded
symmetric positive definite operator S, acting in space E, such that for arbitrary
u, u0 ∈ E, the estimate

(1.15) 〈A(u)−A(u0), S(u− u0)〉 � ‖u− u0‖2µ + ϕ(u, u0)

holds, where ϕ(u, u0)→ 0, if u converges to u0 weakly.

It follows from this theorem that the following condition, analogous to condi-
tion α) of I. V. Skrypnik, holds:

For an arbitrary sequence un ∈ E converging weakly to u0 ∈ E, the relation

lim
n→∞

〈A(un), S(un − u0)〉 � 0

implies the strong convergence of un to u0.
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We conclude from this that on the boundary Γ of an arbitrary bounded setD in
space E a rotation of the vector field γ(A,D) can be constructed for operator A(u)
exactly as was done in [Skr 1]. The degree constructed in this way is independent of
arbitrariness in the choice of operator S, satisfying the conditions of Theorem 1.1.

We have the following Principle of nonzero rotation: If γ(A,D) �= 0, then
equation (1.14) is solvable in D.

We define the concept of homotopy for the operators considered. Let us assume
that a deformation of matrix a and of function F (u), appearing on the left side of
equation (1.3), is made, i.e., we consider a family of matrices aτ and functions Fτ (u)
(τ ∈ [0, 1]). We assume that the following conditions are satisfied:

1) aτ , τ ∈ [0, 1], are symmetric positive definite matrices, continuous with
respect to τ ;

2) Fτ (u) are continuous with respect to τ ∈ [0, 1] for each u ∈ Rn;
3) F ′

τ (u) are continuous matrices with respect to the set of variables τ ∈ [0, 1],
u ∈ R

n;
4) there exist vector-valued functions w+(τ) �=w−(τ), continuous with respect

to τ ∈ [0, 1], for which F (w±(τ)) = 0;
5) for each τ ∈ [0, 1] the eigenvalues of the matrices

F ′
τ (w±(τ)) − aτξ2

lie in the left half-plane for all real ξ.
We now construct the operators Aτ (u) corresponding to the deformations

indicated. We note first that w+(τ) and w−(τ) are limiting values of the solutions of
equation (1.3) for a= aτ , F =Fτ , i.e., we have the equations (1.4) with w+ =w+(τ),
w− = w−(τ). According to this, function ψ has the form (see (1.6)):

ψτ (x) = w−(τ)ω(x) + w+(τ)(1 − ω(x)),

and functionals ρ and c are:

ρτ (u) =
(∫ ∞

−∞
|u(x) + ψτ (x)− w+(τ)|2σ(x) dx

)1/2

,

cτ = ln ρτ (u).

Operator Aτ (u) : E → E∗ is given by the equation

〈Aτ (u), v〉 =
∫ ∞

−∞
(aτu′, (vµ)′) dx

−
∫ ∞

−∞
(aτψ′′

τ + cτ (u)(u
′ + ψ′

τ ) + Fτ (u+ ψτ ), v)µ(x) dx (u, v ∈ E).

Theorem 1.2. Let D be a bounded domain in space E with boundary Γ, and
let Aτ (u) �= 0 for u ∈ Γ, τ ∈ [0, 1]. Then if conditions 1)–5) are satisfied, it follows
that

γ(A0, D) = γ(A1, D).

Let u0 ∈ E be an isolated stationary point of operator A(u), i.e.,

A(u0) = 0

and A(u) �= 0 for u �= u0 in some neighborhood of point u0. Then we define, in the
usual way, the index of stationary point u0 as the rotation of field A(u) on a sphere
with center at point u0 and of sufficiently small radius.
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We linearize operator A(u) at the stationary point u0. The linearized operator
A′(u0) : E → E∗ is defined in the following way (u, v ∈ E):

(1.16)

〈A′(u0)u, v〉 =
∫ ∞

−∞
(au′, (vµ)′) dx

−
∫ ∞

−∞
[c′(u)(u′0 + ψ

′, v) + (c(u0)u′ + F ′(u0 + ψ)u, v)]µ(x) dx,

where

c′(u) = −
∫∞
−∞(u0(x) + ψ(x)− w+, u(x))σ(x) dx∫∞

−∞ |u0(x) + ψ(x) − w+|2σ(x) dx
.

Theorem 1.3. Let Condition 1.1 be satisfied. Then there exists a symmetric
bounded positive definite linear operator S, acting in space E, such that for arbitrary
u ∈ E

〈A′(u0)u, Su〉 � ‖u‖2µ + ϑ(u),

where ϑ(u) is a functional defined on E and satisfying the condition ϑ(un)→ 0 as
un → 0 weakly in E.

It follows from this theorem, in particular, that the operators indicated in
Theorem 1.4 have the Fredholm property.

We introduce operator J : E → E∗ by the equation

〈Ju, v〉 =
∫ ∞

−∞
(u, v)µ(x) dx.

We have the following theorem.

Theorem 1.4. Let Condition 1.1 be satisfied. Then for all λ � 0 the operator
A′(u0) + λJ is a Fredholm operator. For all values of λ � 0, except, possibly, for a
finite number, it has a bounded inverse, defined on the whole space E∗.

This theorem is used to study the isolatedness of a stationary point and to
calculate its index.

Theorem 1.5. Let u0 be a stationary point of operator A(u), and let us assume
that the equation

A′(u0)u = 0 (u ∈ E)

has no solutions different from zero. Then the stationary point u0 is isolated and
its index is equal to 1 in absolute value.

We show that the sign of the index may be expressed in terms of the multiplicity
of the corresponding eigenvalues, similarly to what is the case for completely
continuous vector fields (see, for example, [Kra 2]). With this in mind, we map
space E into space E∗ with the aid of operator J , and we let E∗

0 = JE. We
consider operator A∗ = A′(u0)J−1, acting in space E∗ with domain of definition
E∗
0 . It follows from Theorem 1.4 that operator A∗ has no more than a finite number
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of negative eigenvalues, while the remaining negative numbers are its regular points.
We note that real eigenvalues λ of operator A∗ satisfy the equality

(1.17) 〈A′(u0)u, v〉 = λ
∫ ∞

−∞
(u, v)µdx

for some u �= 0, u ∈ E, and all v ∈ E. Here Ju is an eigenfunction of operator A
corresponding to eigenvalue λ. Actually, this is the usual definition of eigenfunctions
for differential operators in the class of generalized solutions from W 1

2,µ.

Theorem 1.6. If the conditions of Theorem 1.5 are fulfilled, the index of
stationary point u0 is equal to (−1)ν , where ν is the sum of the multiplicities of the
negative eigenvalues of operator A∗.

§2. Estimate of linear operators from below

In this section we obtain estimates, first, for linear differential operators with
constant coefficients, then for operators with variable coefficients. These estimates
will be used in §3 in proving Theorem 1.1; however, they are presented indepen-
dently since, apparently, they have significance in their own right.

2.1. Constant coefficients. We consider here the operator L : W 1
2 → (W 1

2 )
∗,

given by

(2.1) 〈Lu, v〉 =
∫ ∞

−∞
[(au′, v′)− (bu, v)] dx (u, v ∈W 1

2 ),

where a is a symmetric positive definite matrix, and a and b are constant matrices.
We shall assume that a condition analogous to Condition 1.1 is satisfied.

Condition 2.1. All eigenvalues of the matrix b− aξ2 lie in the left half-plane
for all real ξ.

Theorem 2.1. There exists a symmetric bounded positive definite linear oper-
ator T , acting in space W 1

2 , such that for arbitrary u ∈W 1
2

(2.2) 〈Lu, Tu〉 = ‖u‖2,

where ‖ ‖ is the norm in W 1
2 .

Proof. We seek operator T with the aid of the Fourier transform. Equa-
tion (2.2) takes the form

(2.3)
∫ ∞

−∞
((aξ2 − b)ũ, T̃ u) dξ =

∫ ∞

−∞
((1 + ξ2)ũ, ũ) dξ,

where “ ˜ ” indicates the image in the transform space.
We set

(2.4) T̃ u = R(ξ)ũ(ξ),

where R(ξ) is a symmetric matrix which should be constructed. To construct it we
consider the equation

(2.5) ((aξ2 − b)p,R(ξ)p) = ((1 + ξ2)p, p),

where p is an arbitrary vector.
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Let
c(ξ) =

1
1 + ξ2

(−aξ2 + b),

so that

(2.6) (c(ξ)p,R(ξ)p) = −(p, p).

As R(ξ) we take the matrix

(2.7) R(ξ) = 2
∫ ∞

0

ec
∗(ξ)sec(ξ)s ds,

where c∗(ξ) is the matrix conjugate to c(ξ). It is easy to see that the integral
in (2.7) exists. Indeed, by virtue of Condition 2.1, there exists a contour Γ such
that the spectrum of matrix c(ξ) lies inside this contour for all real ξ, and is also
in the half-plane Reλ < −ω, where ω is a positive number.

We have
ec(ξ)s =

1
2πi

∫
Γ

esλ(λI − c(ξ))−1 dλ,

from which we obtain an inequality for the norm of the matrix:

‖ec(ξ)s‖ �Me−ωs,
where M is a constant.

Similarly,
‖ec∗(ξ)s‖ �Me−ωs.

It follows that the integral in (2.7) exists and R(ξ) is a symmetric continuous
and bounded matrix. Since

Rc+ c∗R = 2
∫ ∞

0

d

ds
[ec

∗(ξ)sec(ξ)s] ds = −2I,

then (2.6) holds and, consequently, so does (2.5). We define operator T on vector-
valued functions u ∈ W 1

2 by means of equation (2.4). Then, by virtue of (2.5),
relation (2.3) is valid, and, consequently, so is (2.2). Obviously, the operator defined
by equation (2.4) satisfies all conditions of the theorem.

2.2. Variable coefficients. Here we consider operator L : W 1
2 → (W 1

2 )
∗,

given by the equality

〈Lu, v〉 =
∫ +∞

−∞
[(au′, v′)− (b(x)u, v)] dx (u, v ∈W 1

2 ),

where a is a constant symmetric positive definite matrix and b(x) is a continuous
square matrix with limits at the infinities:

b1 = lim
x→−∞

b(x), b2 = lim
x→∞

b(x).

Theorem 2.2. Let matrices b1 and b2 satisfy Condition 2.1. Then there exists
a symmetric bounded positive definite operator S0, acting in the space W 1

2 , such
that for arbitrary u ∈W 1

2

(2.8) 〈Lu, S0u〉 � ‖u‖2 + θ(u),

where θ(u) is a functional defined on W 1
2 and satisfying the condition θ(un) → 0

as un → 0 weakly.
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Proof. We first consider the case

b(x) = b0(x),

where
b0(x) = ϕ1(x)b1 + ϕ2(x)b2,

ϕi(x) (i = 1, 2) are smooth functions, 0 � ϕi(x) � 1, ϕ1(x) = 0 for x > 1, ϕ2(x) = 0
for x < −1, ϕ1(x) + ϕ2(x) = 1.

Let

(2.9) T0 =
2∑
i=1

ϕi(x)Tiϕi(x),

where Ti is an operator defined for matrix bi exactly as was done for matrix b in
the preceding section. It is easy to verify that∫ +∞

−∞
(au′, (T0u)′) dx =

∑
i

∫ +∞

−∞
(a(ϕiu)′, (Tiϕiu)′) dx+ θ(u)

by virtue of the fact that ϕ′
1 has compact support.

Here, and in what follows, θ(u) denotes functionals satisfying the condition
θ(un)→ 0 as un → 0 weakly. Similarly,∫ ∞

−∞
(bu, T0u) dx =

∑
i

∫ ∞

−∞
(biϕiu, Tiϕiu) dx+ θ(u).

Thus

(2.10)

〈Lu, T0u〉 =
∑
i

∫ ∞

−∞
((a(ϕiu)′, (Tiϕiu)′)− (biϕiu, Tiϕiu)) dx+ θ(u)

=
∑
i

‖ϕiu‖2 + θ(u) � 1
2
‖u‖2 + θ(u)

on the basis of results of the preceding section, since

(Tiϕiu)′ = Ti(ϕiu)′.

Now let b(x) be an arbitrary matrix satisfying the condition of the theorem.
Then, obviously, ∫ ∞

−∞
[(b − b0)u, u] dx = θ(x)

and from (2.10) it follows that

〈Lu, T0u〉 � 1
2
‖u‖2 + θ(u),

in the case considered.
To prove the theorem it remains to show that

(2.11) T0 =
1
2
S0 +K,

where S0 is a positive definite symmetric operator andK is a completely continuous
operator in W 1

2 .
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Let

[u, v] =
∫ ∞

−∞
[(u′, v′) + (u, v)] dx.

Obviously,

[T0u, v]− [u, T0v] =
2∑
i=1

∫ ∞

−∞
[(ϕ′

iTiϕiu+ ϕiTiϕ
′
iu, v

′)

− (u′, ϕ′
iTiϕiv + ϕiTiϕ

′
iv)] dx.

We denote the right-hand side of this equation by Φ(u, v). It is clear that
Φ(u, v) is a bounded bilinear functional in W 1

2 and, therefore,

Φ(u, v) = [u,K0v] (u, v ∈W 1
2 ),

where K0 is a linear bounded operator.
We show that K0 is completely continuous. Let vn → 0 weakly in W 1

2 . Let
yn = K0vn. Then

‖yn‖2 = [yn,K0vn] = Φ(yn, vn).

It follows from Lemma 2.1 below that Φ(yn, vn)→ 0, from which it follows that
operator K0 is completely continuous. Thus we have shown that

(2.12) T ∗
0 − T0 = K0

is a completely continuous operator.
Next, we have

[T0u, v] + [u, T0v] = Φ1(u, v) + Φ2(u, v),

where

Φ1(u, v) =
2∑
i=1

∫ ∞

−∞
[((Tiϕiu)′, (ϕiv′)) + ((ϕiu)′, (Tiϕiv)′)

+ 2(Tiϕiu, ϕiv)] dx,

Φ2(u, v) =
2∑
i=1

∫ ∞

−∞
[(ϕ′

iTiϕiu, v
′)− ((Tiϕiu)′, ϕ′

iv)

+ (u′, ϕ′
iTiϕiv)− (ϕ′

iu, (Tiϕiv)
′)] dx.

Since Φ1 and Φ2 are bilinear bounded functionals in W 1
2 , we have

Φ1(u, v) = [S0u, v], Φ2(u, v) = [Bu, v],

where S0 and B are bounded linear operators. Operator S0 is symmetric since
the functional Φ1(u, v) is symmetric and positive definite by virtue of the positive
definiteness of operators Ti. As was the case above, it follows from Lemma 2.1 that
operator B is completely continuous. The equality T0 + T ∗

0 = S0 + B and (2.12)
imply (2.11), whereK = 1/2(B−K0). This completes the proof of the theorem.

Use was made of the following lemma whose proof we shall not present because
of its simplicity.
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Lemma 2.1. Let two sequences fn, gn of vector-valued functions be given, where
fn ∈ L2 and is bounded, gn ∈ W 1

2 and converges weakly to zero in W 1
2 . Assume,

further, that ψ ∈ L2. Then∫ ∞

−∞
ψ(x)(fn, gn) dx −−−→

n→∞
0.

2.3. Weighted norms. In this section we obtain estimates in the weighted
spaces W 1

2,µ.
We consider the operator L : W 1

2,µ → (W 1
2,µ)

∗, given by the equation

(2.13) 〈Lu, v〉 =
∫ ∞

−∞
[(au′, v)− (b(x)u, v)]µ(x) dx (u, v ∈W 1

2,µ),

where a and b have the same meaning as in §2.2.

Theorem 2.3. Let matrices b1 and b2 satisfy Condition 2.1. Then there exists
a symmetric bounded positive definite operator S, acting in the space W 1

2,µ, such
that for arbitrary u ∈W 1

2,µ

(2.14) 〈Lu, Su〉 � ‖u‖2µ + θµ(u),

where ‖ ‖µ is the norm in W 1
2,µ, and θµ(u) is a functional defined on W 1

2,µ and
satisfying the condition θµ(un)→ 0 as un → 0 weakly.

Proof. Let

(2.15) T = ω−1T0ω,

where ω =
√
µ and T0 is given by (2.9). Introducing the notation

w = ωu,

we obtain

〈Lu, Tu〉 =
∫ ∞

−∞
[(aw′, (T0w)′)− (bw, T0w)] dx

+
∫ ∞

−∞
[(aω(ω−1)′w, (T0w)′) + (aw′, ω(ω−1)′T0w)(2.16)

+ (aω(ω−1)′w, ω(ω−1)′T0w)] dx.

The following proposition is easily verified: the operation of multiplication by
ω is a bounded operator from W 1

2,µ into W 1
2 , and the operation of multiplication

by ω−1 is a bounded operator from W 1
2 into W 1

2,µ.
It follows from this that w ∈W 1

2 , and, by virtue of inequality (2.10), we have∫ ∞

−∞
[(aw′, (T0w)′)− (bw, T0w)] dx � 1

2
‖w‖2 + θ(w) � c‖u‖2µ + θµ(u),

where c is a positive constant determined by the norm of the operator of multipli-
cation ω−1 : W 1

2 →W 1
2,µ.

It is easy to verify that the second integral on the right in (2.16) tends towards
zero when w → 0 weakly in W 1

2 .
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Thus we have established the inequality

〈Lu, Tu〉 � c‖u‖2µ + θµ(u).

For a full proof of the theorem it is sufficient to show that

(2.17) T = cS +K,

where S is a symmetric positive definite operator and K is a completely continuous
operator in W 1

2,µ.
With this in mind, we construct operators in W 1

2,µ with respect to operators
given in W 1

2 in the following way. To each linear bounded operator A acting in W 1
2 ,

we associate a linear operator Aµ, acting in W 1
2,µ according to the following rule:

(2.18) [u,Aµv]µ = [ωu,Aωv] (u, v ∈W 1
2,µ),

where, as above, [ ]µ and [ ] are inner products in the spaces W 1
2,µ and W 1

2 ,
respectively.

Proceeding, according to this rule, into equation (2.11) to operators in the space
W 1

2,µ, we obtain

T0µ =
1
2
S0µ +Kµ,

where, based on Lemma 2.2 presented below, S0µ is a bounded symmetric positive
definite operator, and Kµ is a completely continuous operator in W 1

2,µ.
By virtue of this lemma and the equality

T = ω−1T0ω,

we obtain

T0µ = T +B,

where B is a completely continuous operator. Relation (2.17) follows from this with

S =
1
2c
S0µ, K = Kµ −B.

This completes the proof of the theorem.

Lemma 2.2. Let operator Aµ acting in the space W 1
2,µ be defined by equa-

tion (2.18) from operator A acting in the space W 1
2 . Then:

1. Aµ is a linear bounded operator ;
2. Aµ is a completely continuous operator in the space W 1

2,µ if A is a com-
pletely continuous operator in W 1

2 ;
3. Aµ is a symmetric positive definite operator in W 1

2,µ if A is a symmetric
positive definite operator in W 1

2 ;
4. We have

Aµ = ω−1Aω +B,

where B is a completely continuous operator acting in the space W 1
2,µ.
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Proof. Assertions 1–3 may be verified directly. We prove assertion 4. Let
Ã=ω−1Aω. This is a bounded operator in the spaceW 1

2,µ. We have, for u, v ∈W 1
2,µ,

[u, Ãv]µ =
∫ ∞

−∞
[(u′, (Ãv)′) + (u, Ãv)]µdx.

Let y = ωu, z = ωv. Then

(2.19) [u, Ãv]µ = [y,Az] + Φ(y, z),

where

Φ(y, z) =
∫ ∞

−∞
[((ω−1)′ωy, (Az)′) + (y′, (ω−1)′ωAz)

+ ((ω−1)′ωy, (ω−1)′ωAz)] dx.

Φ(y, z) is a bilinear bounded functional in the space W 1. Therefore,

(2.20) Φ(y, z) = [y,Kz],

where K is a bounded operator in W 1
2 . As was the case above, using Lemma 2.1

we prove that K is a completely continuous operator. It follows from assertion 2
that Kµ is a completely continuous operator in W 1

2,µ. From (2.19) and (2.20) we
obtain

[u, Ãv]µ = [u,Aµv]µ + [u,Kµv]µ,

i.e.,
Ã = Aµ +Kµ.

This completes the proof of the lemma.

§3. Functional c(u) and operator A(u)

Here we prove the assertions formulated in §1 relating to the functional c(u)
and the operator A(u).

Proof of Proposition 1.1. For arbitrary u1, u2 ∈ E from (1.11) we have

|ρ(u1)− ρ(u2)| �
(∫ ∞

−∞
|u1 − u2|2σ(x) dx

)1/2

,

whence

(3.1) |ρ(u1)− ρ(u2)| � ‖u1 − u2‖µ.

We now estimate the functional ρ(u) from below. For arbitrary N > 1 we have

ρ(u) �
(∫ −1

−N
|u(x) + ψ(x)− w+|2σ(x) dx

)1/2

.

From this, by virtue of (1.6) and the monotonicity of σ(x), we obtain

ρ(u) �
(∫ −1

−N
|u(x) + w− − w+|2 dx

)1/2√
σ(−N)

� (|w− − w+|
√
N − 1− ‖u‖µ)

√
σ(−N).
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Let u lie in the ball ‖u‖µ � R. Then, selecting N so that

|w− − w+|
√
N − 1−R > 1,

we obtain

ρ(u) >
√
σ(−N).

It follows from this and (3.1) that the functional c(u) satisfies a Lipschitz condition
on each bounded set.

Let uh(x) = u(x+ h) + ψ(x+ h)− ψ(x). We have

(3.2) ρ(uh) =
(∫ ∞

−∞
|u(x) + ψ − w+|2σ(x− h) dx

)1/2

.

For h1 > h2 we have σ(x − h1) < σ(x − h2) and, consequently, ρ(uh1) < ρ(uh2).
Thus, c(uh) is a decreasing function of h. Using the monotonicity of σ and the
well-known theorems concerning passage to the limit under the integral sign, we
find that ρ(uh) → 0 as h → +∞, and ρ(uh) → ∞ as h → −∞. Proposition 1.1 is
thereby established.

We turn now to the operator A(u). We note first that the integrals appearing
in definition (1.13) exist. We need only verify existence of the integral

I =
∫ ∞

−∞
(f(u+ ψ), v)µ(x) dx.

We note that the estimate

(3.3) |u(x)| � (1 + κ)1/2

(µ(x))1/2
‖u‖µ

holds, where

κ = sup
x

|µ′(x)|
µ(x)

.

We have

f(u+ ψ)− f(ψ) = b(x)u,

where

b(x) =
∫ 1

0

f ′(tu(x) + ψ(x)) dt

and is a bounded function of x by virtue of (3.3). Further,

I =
∫ ∞

−∞
(b(x)u, v)µ(x) dx +

∫ ∞

−∞
(f(ψ), v)µ(x) dx.

Existence of the first of the integrals follows from the boundedness of b(x), and
existence of the second follows from the fact that f(ψ(x)) = 0 for |x| > 1.
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Proof of Proposition 1.2. Let u1, u2 ∈ E, ‖u1‖µ � R, ‖u2‖µ � R, where
R is a positive number. For v ∈ E we have

〈A(u1)−A(u2), v〉

=
∫ ∞

−∞
[(a(u′1 − u′2), v) + (a(u′1 − u′2), νv)− (c(u1)(u′1 + ψ

′)

− c(u2)(u′2 + ψ′) + f(u1 + ψ)− f(u2 + ψ), v)]µ(x) dx,

where ν = µ′/µ. Estimating each term in the usual way, and taking into account
the fact that c(u) satisfies a Lipschitz condition, we have

|〈A(u1)− A(u2), v〉| � K‖u1 − u2‖µ‖v‖µ.

The proposition is thereby proved.

Proof of Theorem 1.1. We take the operator S constructed in the proof
of Theorem 2.3 as the operator S appearing in the condition of the theorem. Let
vn = un − u0, where un → u0 weakly.

We have

(3.4)
〈A(un), Svn〉 =

∞∫
−∞

[(au′n, (Svn)
′) + (au′n, νSvn)

− (aψ′′ + c(un)(u′n + ψ
′) + f(un + ψ), Svn)]µ(x) dx.

We consider first the first term on the right,

(3.5)
∫ ∞

−∞
(au′n, (Svn)

′)µ(x) dx =
∫ ∞

−∞
(av′n, (Svn)

′)µ(x) dx + ϕ(vn),

where

ϕ(v) =
∫ ∞

−∞
(au′0, (Sv)

′)µdx.

Obviously, ϕ ∈ (W 1
2,µ)

∗; therefore, ϕ(vn)→ 0 as n→∞.
Consider now the second term in (3.4). We have

(3.6)
∣∣∣ ∫ ∞

−∞
(au′n, νSvn)µdx

∣∣∣ � (∫ ∞

−∞
|au′n|2µdx

)1/2(∫ ∞

−∞
|yn|2ν2 dx

)1/2
,

where we have set yn =
√
µSvn.

The first factor on the right-hand side of inequality (3.6) is bounded by a
constant independent of n, since un is a bounded sequence in W 1

2,µ. The second
factor in (3.6) tends towards zero. Indeed, since Svn converges weakly to zero in
W 1

2,µ, then yn converges weakly to zero in W 1
2 , and, therefore, functions yn(x) con-

verge uniformly to zero on each finite interval and the sequence yn(x) is uniformly
bounded on the whole axis. Thus, since ν2 is summable, we can then pass to the
limit as n→∞ in the integral considered.
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Further, obviously,

(3.7)
∫ ∞

−∞
(aψ′′ + c(un)ψ′, Svn)µdx→ 0.

We show that

(3.8)
∫ ∞

−∞
(u′n, Svn)µdx→ 0.

For this it is sufficient to show that

(3.9) In ≡
∫ ∞

−∞
(v′n, T vn)µ(x) dx→ 0,

since u′n = v′n + u′0 and in equation (2.17) K is a completely continuous operator.
Taking note of equation (2.15) and setting wn = ωvn, we obtain

(3.10) In ≡
∫ ∞

−∞
(w′
n, T0wn) dx−

∫ ∞

−∞
(ω′vn, T0wn) dx.

The second interval on the right-hand side of (3.10) tends towards zero since
ω′vn = νwn, ν2 is summable, and the wn(x) are uniformly bounded on the axis
and tend towards zero on each finite interval by virtue of the weak convergence
wn → 0 in W 1

2 . The first integral on the right-hand side of (3.10) can, by virtue of
equation (2.9), be written in the form

(3.11)
∑
i

∫ ∞

−∞
((ϕiwn)′, Tiϕiwn) dx −

∑
i

∫ ∞

−∞
(ϕ′
iwn, Tiϕiwn) dx.

Taking the Fourier transform of the first term and using the definition of operator
Ti (see §2.1), we find that the first term is equal to zero. The second term in (3.11)
tends towards zero, since ϕ′

i(x) = 0 for |x| > 1. Thus we have established (3.8).
It remains to consider the last term on the right-hand side of equality (3.4).

We show that

(3.12)
∫ ∞

−∞
(f(un + ψ), Svn)µ(x) dx =

∫ ∞

−∞
(b(x)vn, Svn)µ(x) dx + εn,

where εn → 0 and

(3.13) b(x) = f ′(u0 + ψ).

With this in mind, we note that

(3.14) f(un + ψ) = f(u0 + ψ) + bn(x)vn,

where

bn(x) =
∫ 1

0

f ′(tvn(x) + u0(x) + ψ(x)) dt.

Since vn → 0 weakly in W 1
2,µ, then ‖vn‖µ is bounded, vn(x)→ 0 uniformly on each

finite interval, and, from (3.3), in view of the condition µ(x) → ∞ as |x| → ∞, it
follows that vn(x)→ 0 uniformly on the whole axis. Thus, bn(x)→ b(x) uniformly
on the whole axis. Moreover, f(u0+ψ) ∈ L2 with weight µ. Noting this and (3.14),
we readily obtain equation (3.12).
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Thus, we have established the equation

(3.15) 〈A(un), Svn〉 =
∫ ∞

−∞
[(av′n, (Svn)

′)− b(x)vn, Svn]µ(x) dx + εn,

where εn → 0.
It follows from equation (3.13) that

lim
x→∞

b(x) = f ′(w+), lim
x→−∞

b(x) = f ′(w−),

since u0(x) → 0 as |x| → ∞, by virtue, for example, of estimate (3.3) applied to
u0(x).

Recall that it was assumed that matrices f ′(w+) and f ′(w−) satisfy Condi-
tion 1.1. Therefore the conditions for Theorem 2.3 are satisfied and in equa-
tion (3.15) we can use the estimate (2.14). This completes the proof of the
theorem.

§4. Leray-Schauder degree

In this section we prove the results presented in §1 relating to the Leray-
Schauder degree. To determine the degree we consider the operator S∗A(u), where
S is the operator indicated in Theorem 1.1 and S∗ is the operator acting in E∗,
adjoint to S:

〈S∗f, u〉 = 〈f, Su〉 (u ∈ E, f ∈ E∗).

From the positive definiteness of operator S we conclude that S∗f = 0 if and only
if f = 0.

It follows from Theorem 1.1 that operator S∗A(u) satisfies condition α) [Skr 1]:
for an arbitrary sequence un converging weakly to u0, the relation

lim
n→∞

〈S∗A(un), un − u0〉 � 0

implies the strong convergence of un to u0.
Let D be a bounded domain in space E with boundary Γ, and let

(4.1) A(u) �= 0 (u ∈ Γ).

Then S∗A(u) �= 0 for u ∈ Γ and the degree γ(A,D) is defined for operator S∗A(u)
(see [Skr 1]). We note that this does not depend on arbitrariness in the choice of
operator S satisfying the conditions of Theorem 1.1. Actually, we have the following
proposition.

Proposition 4.1. Let Si, i = 0, 1, be bounded symmetric positive definite
operators in space E, and suppose that condition α) is satisfied for operator S∗

i A(u).
Then when condition (4.1) is satisfied, rotation of the fields S∗

0A(u) and S∗
1A(u)

coincide on Γ.
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Proof. We consider the operators

St = S0(1− t) + S1t, t ∈ [0, 1].

We show that operator S∗
tA(u) satisfies condition α

′) [Skr 1], i.e., the convergences
tn → t0, un → u0, weakly in E, and the relation

(4.2) lim
n→∞

〈S∗
tnA(un), un − u0〉 � 0

imply that un → u0, strongly in E.
Indeed, we write (4.2) in the form

(4.3) lim
n→∞

[(1− tn)〈S∗
0 (un), un − u0〉+ tn〈S∗

1A(un), un − u0〉] � 0.

Let us suppose that ‖un − u0‖µ does not tend towards zero, so that for some
subsequence nk, ‖unk

− u0‖µ � δ > 0.
We can assume that the subsequence is chosen so that each term in (4.3) has

a limit. Then the limit of at least one of the terms is less than or equal to zero,
and, therefore, unk

→ u0. The resulting contradiction shows that operator S∗
tA(u)

satisfies condition α′). Moreover, since St is positive definite for t ∈ [0, 1], it then
follows from (4.2) that S∗

tA(u) �= 0 for u ∈ Γ. Thus (see [Skr 1]) rotation of the
fields S∗

0A(u) and S
∗
1A(u) coincide. The proposition is thereby proved.

We shall refer to γ(A,D) as the Leray-Schauder degree or the rotation of the
field of operator A(u) on boundary Γ of domain D. We now derive the properties
of the degree presented in §1.

The principle of nonzero rotation is a direct consequence of the following: if
A(u) �= 0 for u ∈ D + Γ, then γ(A,D) = 0. To prove this it is sufficient to apply
the results given in [Skr 1] to operator S∗A(u).

Proof of Theorem 1.2. It may be verified directly that the following in-
equality holds when conditions 1)–4) are satisfied:

(4.4) |〈Aτ1(u1)−Aτ1(u2)−Aτ2(u1) +Aτ2(u2), v〉| � kR(τ1, τ2)‖u‖µ‖v‖µ

for u1, u2 ∈ E: ‖u1‖µ � R, ‖u2‖µ � R, where R is an arbitrary given positive
number.

Here kR(τ1, τ2) is a function of the variables τ1, τ2 ∈ [0, 1], is bounded, and
satisfies the condition

lim
τ1→τ2

kR(τ1, τ2) = 0.

For each τ ∈ [0, 1] there exists, on the basis of Theorem 1.1, a bounded
symmetric positive definite operator Sτ in space E such that

(4.5) 〈Aτ (un), Sτ (un − u0)〉 � ‖un − u0‖2µ + ετn ,

where un is an arbitrary sequence in E, converging weakly to u0, ετn → 0.
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Let τ0 be an arbitrary number from the interval [0, 1]. We show that in some
neighborhood ∆ of point τ0 the estimate

〈Aτ (un), Sτ0(un − u0)〉 � 1
2
‖un − u0‖2µ + ετn

holds, where ετn → 0 as n→∞, uniformly for τ ∈ ∆. Let

ϕτ (u) = 〈Aτ (u0), Sτ0(u− u0)〉.

We have

〈Aτ (un), Sτ0(un − u0)〉 =〈Aτ (un)−Aτ (u0)−Aτ0(un) +Aτ0(u0), Sτ0(un − u0)〉

+ ϕτ (un) + 〈Aτ0(un), Sτ0(un − u0)〉 − ϕτ0(un).

For ∆ sufficiently small, we now obtain from (4.4) and (4.5) for τ = τ0

(4.6) 〈Aτ (un), Sτ0(un − u0)〉 � 1
2
‖un − u0‖2µ + ετ0 + ϕτ (un)− ϕτ0(un).

We show that ϕτn(un)→ 0 uniformly with respect to τ as un → u0 weakly. Let us
assume the contrary to be true. Then there exists a positive number ε, a sequence
unk

, and a sequence τk, which we can assume convergent to some number τ∗, such
that

(4.7) |ϕτk
(unk

)| > ε.

We have

(4.8)
ϕτk

(unk
) =〈Aτk

(u0)−Aτ∗(u0)−Aτk
(0) +Aτ∗(0), Sτ0(unk

− u0)〉
+ 〈Aτk

(0)−Aτ∗(0), Sτ0(unk
− u0)〉+ ϕτ∗(unk

).

It follows from inequality (4.4) that the first term tends towards zero as k →
∞. Convergence of the remaining terms to zero is easily verified directly. Thus,
ϕτk

(unk
)→ 0, which contradicts (4.7).

We show that γ(Aτ , D) is independent of τ for τ ∈ ∆. Since the quantity
γ(Aτ , D) does not depend on arbitrariness in the choice of operator Sτ satisfying
the conditions of Theorem 1.1, we can take 2Sτ0 as a possible such operator
(see (4.6)). Operator 2S∗Aτ (u) satisfies condition α′) on interval ∆, i.e., for an
arbitrary sequence τn→ τ∗ and an arbitrary sequence un→ u0 weakly, the relation

lim
n→∞

〈2S∗
τ0Aτn(un), un − u0〉 � 0

implies that un → u0 strongly. This follows directly from (4.6) and the uniform
convergence of ϕτ (un) to zero.

In addition, it may be verified directly that operator Aτ (u) is continuous with
respect to the set of variables τ ∈ [0, 1], u∈E. Thus, operator 2S∗

τ0Aτ (u) establishes
a homotopy in the sense of I. V. Skrypnik (see [Skr 1]) and, consequently, γ(Aτ , D)
is independent of τ on interval ∆.

Selecting a corresponding interval ∆ as a neighborhood of each point τ0 ∈ [0, 1],
and then a finite covering, we obtain the result that γ(A0, D) = γ(A1, D). This
completes the proof of the theorem.
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§5. Linearized operator

In this section we prove theorems about the linearized operator A′(u0) that
were presented in §1.

Proof of Theorem 1.3. Let b(x) = f ′(u0(x) + ψ(x)). Let L be an operator
from E to E∗ defined by equation (2.13). Then

(5.1) A′(u0) = L+K,

where K is defined by

(5.2) 〈Ku, v〉 =
∫ ∞

−∞
(au′, v)µ′ dx−

∫ ∞

−∞
(c′(u)(u′0 + ψ

′) + c(u0)u′, v)µdx.

We consider the first term on the right side of (5.2):

(5.3)
∫ ∞

−∞
(au′, v)µ′ dx = −

∫ ∞

−∞
(au, v′)µ′ dx−

∫ ∞

−∞
(au, v)µ′′ dx.

Let un → 0 weakly in E. We then have

(5.4)
∣∣∣∣ ∫ ∞

−∞
(aun, v′)µ′ dx

∣∣∣∣ � (∫ ∞

−∞
ν2|aun|2µdx

)1/2

‖v‖µ.

Since un → 0, then |un(x)|2µ(x) is uniformly bounded and converges to zero for
each x. Further, ν2 is summable. Therefore the integral appearing on the right-
hand side of (5.4) tends towards zero. In exactly the same way, we may consider the
second term on the right-hand side of (5.3). Precisely as in the proof of Theorem 1.1
(see (3.8)), we show that ∫ +∞

−∞
(u′n, Sun)µdx→ 0.

Taking into account the fact that c′(u) is a linear bounded functional in E, we find
that 〈Kun, Sun〉 → 0 if un → 0 weakly.

We obtain the conclusion of the theorem from (5.1) and Theorem 2.3. This
completes the proof of the theorem.

Lemma 5.1. Let A : E→E∗ be a bounded linear operator, and assume we have
the estimate

(5.5) 〈Au, Su〉 � ‖u‖2µ + θ(u),

where θ(un)→ 0 if un → 0 weakly and S is a bounded linear operator, acting in E
and having a bounded inverse defined on all of E. Then operator A has the Fredholm
property, i.e., its image is closed, the kernel and cokernel are finite-dimensional,
and their dimensions are equal to one another.

Proof. We show that the subspace N of solutions of equation

(5.6) Au = 0 (u ∈ E)

is finite-dimensional. To do this it is sufficient to prove compactness of the unit
sphere. Let {un} be an infinite sequence of elements from N , |un| = 1. By
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virtue of the weak compactness of the unit sphere, there exists a weakly converging
subsequence {unk

}, unk
→ u0 weakly. According to (5.5)

〈Aunk
−Au0, S(unk

− u0)〉 � ‖unk
− u0‖2µ + θ(unk

− u0).

Since unk
∈N , then ‖unk

− u0‖2µ→ 0. This proves compactness of the unit sphere.
We show, next, that the image R(A) of operator A is closed in E∗. Let

ϕn ∈ R(A), ϕn → ϕ. We need to show that ϕ ∈ R(A). We have

Aun = ϕn (un ∈ E).

We represent space E in the form of a direct sum

E = E0+̇N,

where E0 is a subspace in E. We have

un = wn + zn, Awn = ϕn (wn ∈ E0, zn ∈ N).

We show that the sequence {wn} is bounded. Let us assume the contrary: ‖wnk
‖µ→

∞. We let

(5.7) ynk
=

wnk

‖wnk
‖µ
,

so that

(5.8) ‖ynk
‖µ = 1.

We have

(5.9) Aynk
=

ϕnk

‖wnk
‖µ
→ 0.

With no loss of generality, we can assume that ynk
converges weakly. We denote

the weak limit by y0. From inequality (5.5) we have

〈Aynk
−Ay0, ynk

− y0〉 � ‖ynk
− y0‖2µ + θ(ynk

− y0).

It follows from this that
‖ynk

− y0‖µ → 0.

By virtue of (5.8), ‖y0‖µ = 1. From (5.7) it follows that y0 ∈ E0. On the other
hand, from (5.9) we find that Ay0 = 0, which leads to a contradiction. Thus
we have shown that the sequence {wn} is bounded. Going over to subsequences
and keeping the same notation, we can assume that wn converges weakly to some
element w0 ∈ E. From (5.5) we have

(5.10) 〈Awn −Aw0, S(wn − w0)〉 � ‖wn − w0‖2µ + θ(wn − w0).

Since Awn converges strongly to ϕ, we then find from (5.10) that

‖wn − w0‖2µ → 0.

Thus, Aw0 = ϕ, i.e., ϕ ∈ R(A).
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We now prove the finite-dimensionality of the cokernel of operator A. Taking
reflexivity of space E into account, it is sufficient to establish finite-dimensionality
of the subspace E1 of those v ∈ E for which

〈Au, v〉 = 0

for all u ∈ E. We now prove compactness of the unit sphere in E1. Let {vn} be an
infinite sequence, vn ∈ E1, ‖vn‖µ = 1. Let

wn = S−1vn.

Then

(5.11) 〈Au, Swn〉 = 0

for all u ∈ E.
In view of the boundedness of sequence {wn}, there exists a weakly convergent

subsequence {wnk
}. We denote its limit by w0. From (5.5) it follows that

〈Awnk
−Aw0, S(wnk

− w0)〉 � ‖wnk
− w0‖2µ + θ(wnk

− w0).

From (5.11) it follows that the left-hand side tends towards zero. Therefore wnk

converges strongly to w0. This establishes compactness of the unit sphere in E1.
To complete the proof of the theorem it remains only to show that the index

of operator A, i.e., the difference between dimensions of the kernel and cokernel, is
equal to zero. To do this we consider an operator B, acting from E into E∗, and
defined by the equation

〈Bu, v〉 = [u, v]µ.

Obviously, it has a bounded inverse, defined on all of E∗. We consider the operator

A(λ) = S∗A+ λB,

where S∗ is the operator adjoint to S and λ is a nonnegative number. We have, by
virtue of (5.5),

〈A(λ)u, u〉 � (1 + λ)‖u‖2µ + θ(u).

Operator A(λ) satisfies the condition of the lemma being proved. Therefore,
according to what has been proved, it has a closed image and a finite kernel and
cokernel. Consequently (see [Gokh 1]), its index does not depend on λ. It follows
from the invertibility of B and the boundedness of operator S∗A that for sufficiently
large λ the operator A(λ) has a bounded inverse defined over all of E∗. Hence, for
all λ � 0 the index of operator A(λ) is equal to zero. In particular, operator
S∗A = A(0) has zero index. Since operator S∗ is bounded and has a bounded
inverse defined on all of E∗, the index of operator A is then equal to zero. This
completes the proof of the lemma.

We note that the lemma remains valid for an arbitrary reflexive Banach space
E provided that operator B : E→E∗ exists, is a linear bounded operator, and such
that 〈Bu, u〉 � ‖u‖2, where ‖ ‖ is the norm in E.

Proof of Theorem 1.4. It follows from Lemma 5.1 and Theorem 1.3 that
operator A′(u0) + λJ has the Fredholm property for all λ � 0.



144 2. LERAY-SCHAUDER DEGREE

It may be verified directly that

〈A′(u0)u, u〉 �
∫ ∞

−∞
(au′, u′)µdx− k

∫ ∞

−∞
|u|2µdx,

where k is some number.
It follows from this that there exists a positive number λ0 such that for λ � λ0

the following inequality holds:

〈A′(u0)u+ λJu, u〉 � ρ‖u‖2µ,

where ρ is a positive number.
Thus, operator A′(u0) + λJ has an inverse for λ � λ0.
Consider the interval [0, λ0]. For each point λ∗ of this interval a number ε can

be found such that for all λ satisfying the inequality 0 < |λ− λ∗| < ε the equation

(5.12) A′(u0)u+ λJu = 0

has the same number of linearly independent solutions. We cover interval [0, λ0]
by the indicated intervals and select a finite covering. A nonzero solution of
equation (5.12) is possible only at the centers of the intervals constituting this
finite covering . This completes the proof of the theorem.

§6. Index of a stationary point

In this section we prove theorems introduced in §1 referring to the index of a
stationary point.

Proof of Theorem 1.5. Let

(6.1) Φ(u) = A(u)−A′(u0)(u − u0).

It is easy to obtain directly the estimate

(6.2) |〈Φ(u), v〉| �M(u0, u)‖u− u0‖µ ‖v‖µ,

whereM(u0, u)→ 0 as ‖u− u0‖µ→ 0, i.e., the Fréchet differential of operator A(u)
exists.

By virtue of a condition of Theorem 1.5 and the assertion of Theorem 1.4 of §1,
operator A′(u0) has a bounded inverse defined on all of E∗.

Let us assume that u0 is not an isolated point, i.e., there exists a sequence
un → u0, un ∈ E, A(un) = 0.

From (6.1) we have

A′(u0)(un − u0) = −Φ(un),

whence
‖A′−1(u0)Φ(un)‖µ

‖un − u0‖µ
� 1,

which, by virtue of (6.2), leads to a contradiction.
Thus we have shown that u0 is an isolated point.
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We consider the operators

(6.3)
B(u) = A′(u0)(u− u0),

tA(u) + (1− t)B(u) = A′(u0)(u− u0) + tΦ(u).

Let

(6.4) ‖u− u0‖ = r,

where r is so small that

(6.5) ‖A′−1(u0)Φ(u)‖µ < ‖u− u0‖µ

on the sphere (6.4). It follows from (6.5) that operator (6.3) does not vanish on the
sphere (6.4) for all t.

By virtue of Theorem 1.3, operator S∗A′(u0)(u − u0) satisfies Skrypnik’s con-
dition α). Therefore, operator (6.3) satisfies condition α′) and the rotations of
fields A(u) and B(u) on sphere (6.4) coincide. The index of the stationary point of
operator B(u) is equal to ±1, which follows from the definition of a rotation of the
vector field and corresponding results for finite-dimensional fields. This completes
the proof of the theorem.

To prove Theorem 1.6 we prove three lemmas.
By virtue of Theorem 1.5 there exists a positive number κ such that operator

A′(u0) + λJ has a bounded inverse defined on the whole space E∗ for all λ � κ.
We consider operator C = A′(u0)B−1, acting in space E∗, where B = A′(u0) +κJ .

Lemma 6.1. Operator C has a finite number of negative eigenvalues; the
remaining nonpositive numbers are its regular points. The sum of the multiplicities
of all the negative eigenvalues of operator C is equal to ν.

Proof. Let µ be a negative eigenvalue of operator C, and let f be the
corresponding eigenvector:

(6.6) Cf = µf (f ∈ E∗).

Let B∗ = BJ−1. Then C = A∗B
−1
∗ . Further, we set g = B−1

∗ f . Then

A∗g = λg,

where

(6.7) λ =
κµ

1− µ.

Hence, λ is a (negative) eigenvalue of operator A∗. Conversely, if λ is a negative
eigenvalue of operator A∗, then λ ∈ (−κ, 0) and the number defined by equa-
tion (6.7) is an eigenvalue of operator C.
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We show that the multiplicities of these eigenvalues coincide. We have

(6.8) C − µI = (1 − µ)(A∗ − λI)B−1
∗ .

If f is the associated vector of operator C,

(6.9) (C − µI)sf = 0, (C − µI)s−1f �= 0 (s > 1),

it then follows from (6.8) that

(1− µ)s(A∗ − λI)sB−s
∗ f = 0,

since A∗ and B−1
∗ are commutative. Setting g = B−s

∗ f , we obtain

(6.10) (A∗ − λI)sg = 0.

Similarly,

(6.11) (A∗ − λI)s−1g �= 0.

In exactly the same way, we obtain (6.9) from (6.10) and (6.11). This proves the
coincidence of the multiplicities of the eigenvalues.

It also follows from equation (6.8) that if λ ∈ (−κ, 0) is a regular point of
operator A∗, then the number µ defined by equation (6.7) is a regular point of
operator C. This establishes the lemma.

By F0 we denote a subspace of space E∗, which is the union of all root subspaces
corresponding to the negative eigenvalues of operator C. The dimension of F0 is
equal to ν. Let P0 be an operator of projection of E∗ onto F0 such that F0 and
F1 = P1E∗ are invariant subspaces of operator C. Here P1 = I − P .

We consider the operator K = B−1(P0 − CP0)B, acting in space E.

Lemma 6.2. The sum of the multiplicities of all the negative eigenvalues of
operator I −K is equal to ν.

Proof. Let λ be a negative eigenvalue of operator I −K of multiplicity s� 1,
u is the associated vector:

(6.12) (I −K − Iλ)su = 0, (I −K − Iλ)s−1u �= 0 (u ∈ E).

Then

(6.13) (P1 + CP0 − Iλ)sf = 0, (P1 + CP0 − λI)s−1f = g,

where we have put f = Bu, g �= 0.
Taking into account that P0 and P1 are commutative with C, and multiplying

equations (6.13) on the left by P0 and P1, we obtain

(6.14)
(C − Iλ)sP0f = 0, (C − Iλ)s−1P0f = P0g,

P1(1− λ)sf = 0, P1(1− λ)s−1f = P1g.

It follows from this that P1f = 0, P1g = 0, i.e., P0f = f , P0g = g. Also from (6.14)
we have

(C − Iλ)sf = 0, (C − Iλ)s−1f = g �= 0.

Thus λ is an eigenvalue of operator C of multiplicity s.
It remains to show that an arbitrary negative eigenvalue λ of operator C is also

an eigenvalue of operator I −K.



§6. INDEX OF A STATIONARY POINT 147

Let
Cf = λf.

Then P0f = f , P1f = 0. Therefore

(P1 + CP0)f = λf.

Setting u = B−1f , we obtain from this the result

(I −K)u = λu.

This completes the proof of the lemma.

We introduce operator J1 : E → E∗ by the equation 〈J1u, v〉 = [u, v]µ (see
(1.10)).

Lemma 6.3. Operators S∗A′(u0) and J1(I −K) are homotopic.

Proof. We introduce the deformation

Ct = CP1(1 − t) + P1t+ CP0, 0 � t � 1.

It is easy to see that the equation

(6.15) Ctf = 0 (f ∈ E∗)

has for all t ∈ [0, 1] only the zero solution.
Further, we consider the deformation

(6.16) Lt = S∗CtB, 0 � t � 1.

We show that Lt satisfies condition α′). We have

Lt = S∗A′(u0)(1 − t) + S∗Bt+ S∗[−CP0(1 − t)− P0t+ CP0]B.

Since the last term is a finite-dimensional operator and S∗A′(u0) satisfies condi-
tion α), it is then sufficient to show that S∗B satisfies condition α). We have

S∗B = S∗A′(u0) + κS∗J.

Let un → 0 weakly in E and
lim
n→∞

〈S∗Bun, un〉 � 0,

i.e.,

(6.17) lim
n→∞

(〈A′(u0)un, Sun〉+ κ〈Jun, Sun〉) � 0.

It follows from the construction of operator S (see Theorem 2.3) that

〈Jun, Sun〉 � 〈Jun,K0un〉,

where K0 is a completely continuous operator in E.
From this and from (6.17) we obtain

lim
n→∞

〈A′(un)un, Sun〉 � 0

and, therefore, (see Theorem 1.3) un → 0 strongly.
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Since equation (6.15) has no solutions different from zero, then the same can
be said also concerning the equation Ltu = 0 (u ∈ E). Thus the operator (6.16)
effects a homotopy between the operators

L0 = S∗A′(u0) and L1 = S∗B(I −K).

To construct further homotopy, we note first that there exists a positive number µ
such that the equation

(tB + (1− t)J1 + µJ)u = 0 (u ∈ E)

has for all t ∈ [0, 1] only the zero solution. This may be proved as was done in §5.
Further, we note that if there are two operatorsA0 and A1 from E into E∗ satisfying
condition α), and if

(6.18) A0t+A1(1− t)

does not vanish on nonzero elements of E, then (6.18) is a homotopy. We refer to
it as a linear homotopy. To complete the proof of the lemma it is sufficient to note
that the following operators are linearly homotopic (in the sequence in which they
are written):

S∗B(I −K), S∗(B + µJ)(I −K),

S∗(J1 + µJ)(I −K), (J1 + µJ)(I −K), J1(I −K).

This completes the proof of the lemma.

Proof of Theorem 1.6. According to Lemma 6.3 the indices of the station-
ary point u = 0 of the operators S∗A′(u0) and J1(I −K) coincide. Therefore the
theorem will be proved if we can show that rotation of the vector field J1(I −K)u
on the unit sphere ‖u‖µ = 1 is equal to (−1)ν . To do this, it is sufficient to show,
on the basis of Lemma 6.2, that the indicated rotation of the field J1(I −K)u in
the Skrypnik sense coincides with the rotation in the Leray-Schauder sense of the
finite-dimensional field (I −K)u on the unit sphere of space E, since the latter is
equal to (−1)ν (see [Kra 2]).

Let E0 be the space generated by all the associated vectors of operator I −K,
and let

(6.19) v1, . . . , vm

be its orthonormalized basis. We extend (6.19) to a complete orthonormalized
system in E : {vk}. Let N � m be a number so large that rotation of the field
J1(I −K) is equal to rotation of the finite-dimensional field Mu:

Mu =
N∑
i=1

〈J1(I −K)u, vi〉vi

on the sphere Γ ∩ FN , where Γ is given by the equation ‖v‖µ = 1 and FN is the
space spanned by the vectors v1, . . . , vN . Obviously,

Mu =
N∑
i=1

[(I −K)u, vi]µvi.
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We now consider the field (I −K)u in space E and find its rotation on sphere
Γ in the sense of Leray-Schauder (see [Kra 2]). We note that

KE0 ⊂ E0 ⊂ FN .

Therefore rotation of field (I − K)u in E on Γ is equal to rotation of the field
u−Ku (u ∈ Γ ∩ FN ) in the space FN . Since u ∈ FN and Ku ∈ FN , then

u−Ku =
N∑
i=1

[u−Ku, vi]µvi =Mu.

This completes the proof of the theorem.

§7. Supplement. Leray-Schauder degree in the multidimensional case

The theory presented above allows various generalizations. In this section we
discuss briefly a generalization to the multi-dimensional case.

We consider the quasilinear elliptic system of equations

(7.1) a∆w + (r(x′) + c)
∂w

∂x1
+ F (w, x) = 0

in an infinite cylinder Ω ⊂ Rm with a boundary condition

∂w

∂n

∣∣∣∣
∂Ω

= 0

and conditions at infinity

lim
x1→±∞

w(x) = w±, w+ �= w−.

Here Ω = D×R1, D is a bounded domain in Rm−1 with a smooth boundary, x1 is
the coordinate along the axis of the cylinder, x′ = (x2, . . . , xm), w = (w1, . . . , wn),
F = (F1, . . . , Fn), a is a constant symmetric positive matrix, r(x′) is a scalar
function, and w+ and w− are constant vectors. Function F can depend on x1
explicitly. In this case the constant c can be considered as given. If F does not
depend on x or depends on x′ only, as in the case of wave solutions, c is unknown.

As above, we consider the weighted Sobolev space W 1
2,µ(Ω) of vector-valued

functions, defined in Ω, which have zero normal derivative on the boundary of the
cylinder. The inner product in this space has the form:

[u, v]µ =
∫
Ω

( m∑
k=1

(
∂u

∂xk
,
∂v

∂xk

)
+ (u, v)

)
µdx.

The weight function µ depends on x1 only and satisfies the conditions:
1. µ(x1) � 1, µ(x1)→∞ as |x1| → ∞,
2. µ′/µ and µ′′/µ are continuous functions which tend to zero as |x1| → ∞.
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The operator A(u) : W 1
2,µ(Ω)→ (W 1

2,µ(Ω))∗ which corresponds to the left-hand
side of (7.1) is given by the equality:

〈A(u), v〉 =
∫
Ω

( m∑
k=1

(
a
∂u

∂xk
,
∂(vµ)
∂xk

))
dx

−
∫
Ω

(
a
∂2ψ

∂x21
+ (r + c)

∂

∂x1
(u + ψ) + F (u + ψ, x), v

)
µdx.

The function ψ(x1) is defined here as in the one-dimensional case. We assume that
r(x′) is a bounded function, F (w, x) satisfies the conditions:

1. F (ψ, x) ∈ W 1
2,µ(Ω).

In particular, if F does not depend on x and

F (w+) = F (w−) = 0,

then, obviously, this condition is satisfied.
2. The function F (w, x) and the matrices F ′(w, x) and F ′′

i (w, x), i= 1, . . . , n,
are uniformly bounded for all w ∈ Rn and x ∈ Ω.

3. There exist limits

b± = lim
x→±∞

F ′(w±, x),

uniformly in x′ ∈ D.
If the constant c is unknown then the functionalization of the parameter should

be done similar to that in §1.
If the conditions above and Condition 1.1 are satisfied, then Theorem 1.1

concerning the estimates of the operators is valid. Hence we can conclude that
a rotation of a vector field with the usual properties can be constructed.

We consider now the parameter dependent operator Aτ (u):

〈Aτ (u), v〉 =
∫
Ω

( m∑
k=1

(
aτ
∂u

∂xk
,
∂(vµ)
∂xk

))
dx

−
∫
Ω

(
aτψ

′′
τ + (rτ + cτ )

(
∂u

∂x1
+ ψ′

τ

)
+ Fτ (u + ψτ , x), v

)
µdx.

We assume that the following conditions are satisfied:
1. The matrices aτ are symmetric positive definite and continuous in τ .
2. The functions Fτ (ψτ , x) are continuous in τ in the norm W 1

2,µ(Ω).
3. The matrices F ′

τ (w, x) and F
′′
ui,τ (w, x), i= 1, . . . , n, are uniformly bounded

for all w ∈ Rn, x ∈ Ω, τ ∈ [0, 1]. The matrix F ′
τ (w, x) satisfies a Lipshitz

condition in w ∈ R
n, τ ∈ [0, 1] uniformly in x ∈ Ω.

4. For each τ ∈ [0, 1] there exist limits

b±(τ) = lim
x1→±∞

F ′(w±(τ), x),

uniformly in x′ ∈ D.
5. The functions rτ (x′) are bounded and continuous in τ uniformly with

respect to x′ ∈ D. If cτ is given, then it is continuous in τ .
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The vectors w+(τ) and w−(τ) are given and continuous in τ ,

ψτ (x1) = w−(τ)ω(x1) + w+(τ)(1 − ω(x1)).

If cτ is a functional, then it is given by

cτ (u) = ln ρτ (u),

ρτ (u) =
(∫

Ω

|u+ ψτ − w+(τ)|2σ(x1) dx
)1/2

.

If the eigenvalues of the matrices

F ′
τ (w±(τ)) − aτ ξ2

lie in the left half-plane for all τ ∈ [0, 1] and ξ real, then the assertion of Theorem 1.2
is valid.

In the multi-dimensional case the theorems concerning the linearized operator
and the index of a stationary point are also valid (see §1).



CHAPTER 3

Existence of Waves

§1. Introduction. Formulation of results

Various approaches exist for proving the existence of wave solutions of parabolic
equations (see the supplement to this chapter). From among them two basic
approaches can be mentioned: study of the phase space of the corresponding first
order system of ordinary differential equations, and the Leray-Schauder method,
application of which becomes possible after constructing a rotation of the vector
field. We can apply, within the scope of the first approach, various topological
methods like the Theorem of Waszewski and the Conley Index, or we can try a
direct proof of the existence of trajectories joining stationary points (if the question
concerns waves having limits at the infinities). For systems of equations with
a multi-dimensional phase space, this approach leads, in one way or another, to
theoretical difficulties, which, in certain cases, are surmountable. In the transition
to multi-dimensional problems such methods cannot be applied directly.

Use of the Leray-Schauder method can also involve certain difficulties. Recall
that this method consists in the construction of a continuous deformation (homo-
topy) of the initial system to a model system, the existence of solutions for which
and their properties are known or can be studied. We assume that in the homotopy
process there are a priori estimates of solutions, i.e., we can assert that the solutions
are found inside some fixed ball in functional space. Then, on the boundary of this
ball, the vector field does not vanish and on it we can determine a rotation (Leray-
Schauder degree) which by virtue of the properties of this invariant does not change
in the homotopy process. Therefore, if the model system is chosen so that for it
the degree is different from zero, then the same will also be true for the initial
system. Existence of solutions for the initial system follows from this by virtue of
the principle of nonzero rotation.

Thus, application of the Leray-Schauder method has two limitations. First,
we cannot go beyond the limits of the conditions under which the rotation of the
vector field is defined, and, second, obtaining a priori estimates is associated, as a
rule, with essential difficulties. However, it should be noted that the rotation of the
vector field was defined in Chapter 2 for a fairly broad class of systems and can be
generalized, apparently, to other cases, in particular, the multi-dimensional case.
As for the second limitation, while earlier restrictions were actually imposed only
on the matrices F ′(w±), the possibility of obtaining a priori estimates determines
the conditions on the nonlinear source F (w) throughout the domain. One of the
basic results of this chapter is the isolation of a class of systems for which it is
possible to obtain a priori estimates of solutions, and, furthermore, to prove the
existence of waves. As will be shown in Part III, this class of systems includes a
large number of the various models from physics, chemistry, and biology.
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Recall that rotation of the vector field was defined for the case in which the
matrices F ′(w±) have all their eigenvalues in the left half-plane. This is an essential
condition connected with the Fredholm property of operators. A question arises
concerning the existence of waves if one or both of the matrices F ′(w±) have
eigenvalues in the right half-plane. For the class of systems considered this problem
can also be solved.

We now present the main results of this chapter. As in the preceding chapter,
we consider the system

(1.1)
∂u

∂t
= a

∂2u

∂x2
+ F (u)

and its wave solution

(1.2) u(x, t) = w(x − ct),

which satisfies the system

(1.3) aw′′ + cw′ + F (w) = 0

and the conditions at the infinities

(1.4) lim
x→±∞

w(x) = w±,

where

(1.5) F (w+) = F (w−) = 0.

We assume that the conditions stated in §1 of Chapter 2 are satisfied.
We begin by defining the class of systems to be considered. We note that by

means of a linear transformation system (1.1) can be reduced to a system with a
diagonal matrix for the second derivatives. Therefore, in what follows, we assume
that a is a diagonal matrix with positive diagonal elements.

We formulate conditions on the vector-valued function F (u). We say that
the vector-valued function F (u) = (F1(u), . . . , Fn(u)) satisfies a condition of local
monotonicity in a domain G ⊂ Rn if for any i = 1, . . . , n the equation

Fi(u) = 0 (u ∈ G)

implies that

(1.6)
∂Fi
∂uk

> 0 for k = 1, . . . , n, k �= i.

Further, we say that F (u) satisfies a condition of monotonicity in domain G if (1.6)
holds for all u ∈ G, i �= k.

Remark. The assumption that inequality (1.6) is strict was made for simplic-
ity. In what follows we rid ourselves of this assumption and replace it with weaker
restrictions.

Definition 1.1. System (1.1) with diagonal matrix a is said to be locally
monotone if F (u) satisfies the condition of local monotonicity in Rn, and monotone
if F (u) satisfies the condition of monotonicity in Rn.

We denote by P the class of matrices having positive off-diagonal elements. It
is clear that if F (u) satisfies the condition of local monotonicity and F (u) = 0, then
F ′(u) ∈ P .
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In this chapter we prove the existence of monotone traveling waves, i.e., solu-
tions w(x) of system (1.3) with conditions (1.4), such that w′(x) < 0 (similarly, we
could consider the case w′(x) > 0). Here, and in the sequel, an inequality between
vectors is to be understood as an inequality between the corresponding elements.
It is obvious that for monotone waves to exist it is necessary for the inequality
w+ < w− to be satisfied. Replacement of the function u = Tv + w+, where T is a
diagonal matrix, with elements of the vector (w−−w+) on the diagonal, can reduce
problem (1.3), (1.4) to an analogous problem in which

(1.7) w+ = 0, w− = p,

where p = (1, . . . , 1). With such a replacement of variables local monotonicity is
not violated. Later on in this section we assume that (1.7) holds.

We note, owing to the possibility of variation of the linear transformation
reducing matrix a to a diagonal matrix, that the class of locally monotone systems
can be formally extended. (For example, some of the inequalities (1.6) can be
replaced by opposite inequalities; this corresponds to a change in the direction of
monotonicity in some components of the vector-valued function w(x).)

Proof of the existence of monotone traveling waves for locally monotone sys-
tems (1.1) is carried out by the Leray-Schauder method. As we have already
remarked, in applying this method it is necessary to construct a homotopy of
system (1.3) to some system with a nonzero rotation of the corresponding vector
field and to obtain a priori estimates of all solutions.

The system to which the homotopy is carried out has the form

(1.8) w′′ + cw′ + g(w) = 0,

where g(w) = (g1(w), . . . , gn(w)) is a smooth vector-valued function, given in Rn,
and satisfying the conditions

gi(w1, w2, . . . , wi−1, wi, wi+1, . . . , wn)

= g1(wi, w2, . . . , wi−1, w1, wi+1, . . . , wn), i = 2, . . . , n,

∂g1(w)
∂w1

� −k, ∂g1(w)
∂wi

� k, i = 2, . . . , n, w ∈ R
n, k > 0,

n∑
i=1

∂g1(w±)
∂wi

< 0,

and the function g1(w1, . . . , w1) has a single zero on the interval (0, 1).
As we shall show, the system constructed may be reduced to a single equation,

making it possible to prove the following proposition.

Proposition 1.1. Problem (1.8), (1.4) has a unique monotone solution w(x).
Function u(x) = w(x) − ψ(x) is a stationary point of the corresponding operator
A(u) and the index of this stationary point is equal to 1.

We now present the main result concerning the existence of monotone waves.

Theorem 1.1. Let us assume that system (1.1) is locally monotone and that
equalities (1.5) are satisfied, where w+ < w−. Suppose, further, that the vector-
valued function F (u) vanishes at a finite number of points uk, w+ � uk � w−
(k = 1, . . . ,m). We assume that all the eigenvalues of the matrices F ′(w±) lie in
the left half-plane, and that the matrices F ′(uk) (k = 1, . . . ,m) have at least one
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eigenvalue in the right half-plane. Then there exists a monotone traveling wave, i.e.,
a constant c and a twice continuously differentiable monotone vector-valued function
w(x), satisfying system (1.3) and the conditions (1.4). Moreover, if system (1.1) is
monotone, then there exists a unique monotone wave.

There exists a set Ω ⊂ W 1
2,µ, being the union of a finite number of balls such

that wM − ψ ∈ Ω, wN − ψ /∈ Ω, where wM and wN are arbitrary monotone and
non-monotone waves, respectively. Rotation of the field of operator A(u) over the
boundary of set Ω is equal to 1.

A generalization of the theorem for the existence of waves in the bistable case
is given in §3. In this theorem we consider the case where in the interval (w+, w−)
there are only unstable zeros of the vector-valued function F (u). (Here we denote
by (w+, w−) the set of points w ∈ Rn, such that w+ < w < w−.) We assume
now that in the interval (w+, w−) there are, in addition, stable zeros p1, . . . , ps,
i.e., F (pk) = 0 and the matrix F ′(pk) has all its eigenvalues in the left half-plane
(k = 1, . . . , s). It is easy to see that from the points p1, . . . , ps we can select points
pi1 , . . . , pir , such that

(1.9) w+ < pi1 < · · · < pir < w−

and such that the points p1, . . . , ps are not contained in the intervals (w+, pi1), . . . ,
(pir , w−).

By an [a, b]-wave we shall mean a solution w(x) of system (1.3) satisfying the
conditions

lim
x→+∞

w(x) = a, lim
x→−∞

w(x) = b.

In contrast to the case considered in the theorem, here we have not a wave, but a
system of waves, joining the points w+ and w−, i.e., a system consisting of [w+, pi1 ]-
, . . . ,[pir , w−]-waves. We note that there can be several such systems of waves and
that through each of the points p1, . . . , ps there passes at least one of them.

Proof of Theorem 1.1 is based on the following proposition.

Proposition 1.2. Let the conditions of Theorem 1.1 be satisfied. Then there
exists a homotopy satisfying conditions 1)–5) (see Chapter 2, §1) and connecting
system (1.3) with system (1.8):

(1.10) aτw
′′ + cw′ + Fτ (w) = 0 (τ ∈ [0, 1])

such that
1) for some R > 0 we have the a priori estimate

(1.11) ‖wM − ψ‖µ � R

of all the monotone solutions wM (x) of system (1.10), satisfying conditions (1.4);
2) for some r > 0 we have the estimate

‖wM − wN‖µ � r,

where wM and wN are, respectively, an arbitrary monotone and a nonmonotone
solution of system (1.10) with the conditions (1.4).

The proof of this proposition is the subject matter of §2. Here we limit ourselves
to explaining the basic idea of obtaining a priori estimates of monotone solutions
of system (1.10). In neighborhoods of the points w+ and w− the solutions admit
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a uniform exponential estimate. The assumption concerning monotonicity of a
solution yields an estimate for it in C(−∞,+∞) and, as we shall show, also in
C1(−∞,+∞). Therefore, to obtain a priori estimates in W 1

2,µ it is sufficient to
show that the interval of values of x, on which the solution is found outside of
neighborhoods of the points w+ and w−, is uniformly bounded. By monotonicity
of the solutions, the assumption concerning the absence of uniform boundedness
of this interval leads to the fact that for some τ ∈ [0, 1] there exist nonconstant
solutions w1(x) and w2(x) of system (1.10), tending towards some intermediate
singular points w1

0 and w2
0 , respectively, as x→ +∞ and x→ −∞, where

w1(x) > w1
0 , w2(x) < w2

0 , −∞ < x < +∞.

In the case of a locally monotone system (τ ∈ [0, 1/3) or τ ∈ (2/3, 1]), w1
0 = w2

0 ,
from which there follows the existence of positive vectors q1 and q2, for which

(aλ2i + cλi + F
′(w1

0))qi = 0,

where λ1 < 0 < λ2. This cannot be so if the matrix F ′(w1
0) has eigenvalues in the

right half-plane. For a degenerate system (τ ∈ [1/3, 2/3]) solution w1(x) can exist
only for c > 0, while solution w2(x) can exist only for c < 0, which also leads to a
contradiction.

The discussions mentioned use a priori estimates for the speed of the wave
(§ 2.2).

After a priori estimates of monotone solutions have been obtained, to apply the
Leray-Schauder method it is sufficient to show that rotation of the vector field can
be constructed over boundaries of domains containing only monotone solutions.
With this as our aim, we carry out a separation of monotone and nonmonotone
solutions. Here we make essential use of the local monotonicity of the system. We
remark that the idea of separating monotone and nonmonotone solutions was first
proposed by Gardner for a system he considered in [Gard 2].

If system (1.3) is monotone, then the index of the stationary point of opera-
tor A(u) corresponding to a monotone wave is equal to 1. This, by virtue of the
properties of the degree, leads to uniqueness of a monotone wave. Calculation of
the index in the case indicated is based on Proposition 1.3, presented below (which
is proved in Chapter 4 in a more general form).

We consider the linear differential operator

(1.12) Lu = au′′ + cu′ +B(x)u,

where a is a diagonal matrix with positive diagonal elements, c is a constant, and
B(x) is a smooth matrix with positive off-diagonal elements, for which the limits
B± exist as x → ±∞, where all the eigenvalues of matrices B± lie in the left
half-plane.

Proposition 1.3. Let us assume that a positive solution w(x) exists for the
equation

(1.13) Lw = 0, w(±∞) = 0.

Then
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1) The equation

(1.14) Lu = λu, u(±∞) = 0

has no solutions different from zero for Reλ � 0, λ �= 0.
2) Every solution of equation (1.14) has for λ = 0 the form u(x) = kw(x),

where k is a constant.
3) The adjoint equation

(1.15) L∗v = 0, v(±∞) = 0

has a positive solution. This solution is unique to within a constant factor.

It follows from this proposition that the linear differential operator obtained
by linearization of system (1.3) on a monotone wave has 0 as a simple eigenvalue,
and all the remaining eigenvalues have negative real parts. As we shall show in §3,
representation of the speed in the form of a functional in the linearization of operator
−A(u) moves the zero eigenvalue into the left half-plane, making it possible to apply
Theorems 1.5 and 1.6 of Chapter 2.

It also follows from Proposition 1.3 that monotone waves, described by the
monotone system (1.1), possess the property of asymptotic stability with shift
(see Chapter 5). Introduction of the functional makes them asymptotically stable
without shift.

Thus, in the bistable case, i.e., when all the eigenvalues of the matrices F ′(w±)
lie in the left half-plane, a monotone wave exists for a monotone system and is
unique. For it we also have the following minimax representation of the speed.

Let K denote the class of vector-valued functions ρ(x) ∈ C2(−∞,+∞), de-
creasing monotonically and satisfying the conditions lim

x→±∞
ρ(x) = w±. Further,

let

(1.16) ψi(ρ(x)) =
aiρ

′′
i (x) + Fi(ρ(x))
−ρ′i(x)

,

where ai are the diagonal elements of matrix a, and Fi and ρi are the elements of
the vector-valued functions F and ρ. Let

ω∗ = sup
ρ∈K

inf
x,i
ψi(ρ(x)),(1.17)

ω∗ = inf
ρ∈K

sup
x,i
ψi(ρ(x)).(1.18)

For the speed c of a wave we then have

(1.19) c = ω∗ = ω∗.

A proof of this result is given in Chapter 5. It is obvious that this formulation will
yield two-sided estimates of the speed (see Chapter 10).

We consider now the case where one of the matrices F ′(w±) has an eigenvalue
in the right half-plane (the monostable case). For definiteness, let the matrix in
question be F ′(w+). We then have the following theorem.

Theorem 1.2. We assume that in the interval [w+, w−] (i.e., for w+ � w �
w−) the vector-valued function f(u) vanishes only at the points w+ and w−. Then
for all c � ω∗, where ω∗ is given by equation (1.18), there exists a monotonically
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decreasing solution of system (1.3), satisfying conditions (1.4). For c < ω∗ such
solutions do not exist.

The proof of this theorem is based on properties of monotone systems and uses
neither the Leray-Schauder method nor an analysis of trajectories in phase space.
We present this theorem here in a somewhat simplified version. More general results
will be given in §4, where we also prove that if each of the matrices F ′(w+) and
F ′(w−) has at least one eigenvalue in the right half-plane, then no monotone waves
exist.

§2. A priori estimates

2.1. Homotopy. In this section we describe a homotopy of system (1.3) to
system (1.8), a topic discussed in Proposition 1.2.

In constructing the vector-valued function Fτ (w) we introduce a smooth func-
tion η(s) of the real variable s:

η(s) =
{

1 for |s| � δ/2,
0 for |s| � δ,

where η(s) > 0 for |s| < δ. The number δ > 0 is chosen so that the matrices F ′(w)
and g′(w) have positive off-diagonal elements for |w| � δ, |w − p| � δ. We set

(2.1) ω(w) =


η(|w|) for |w| � δ,
η(|w − p|) for |w − p| � δ,
0 for |w| � δ, |w − p| � δ,

and ωτ (w) = 1 − 3τ + 3ω(w)τ , 0 � τ � 1/3. Further, we introduce an arbitrary
constant matrix H with positive off-diagonal elements, satisfying the inequalities

(2.2) H < F ′(0), F ′(p), g′(0), g′(p).

(Each of the inequalities between matrices in (2.2) is to be understood as an
inequality between corresponding elements of the matrices.)

The homotopy of system (1.3) to system (1.8) is given by the equality

(2.3) aτ =
{

(1 − 3τ)a+ 3τE for 0 � τ � 1/3,
E for 1/3 � τ � 1,

where E is the unit matrix

(2.4)
Fτ (w) =


F (w)ωτ (w), 0 � τ � 1/3;
3(1− 2τ)F (w)ω(w) + 2(3τ − 1)h(w), 1/3 � τ � 1/2;
3(2τ − 1)g(w)ω(w) + 2(2− 3τ)h(w), 1/2 � τ � 2/3;
g(w)ω1−τ (w), 2/3 � τ � 1;

h(w) = η(|w|)Hw + η(|w − p|)H(w − p).

Thus, in the first stage of the homotopy (τ ∈ [0, 1/3]) the matrix of the second
derivatives is reduced to the unit matrix, and the vector-valued function Fτ (w)
does not change inside (δ/2)-neighborhoods of the points 0 and p, and becomes
identically equal to 0 outside of δ-neighborhoods of these points.
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In the second stage of the homotopy (τ ∈ [1/3, 2/3]) inside δ-neighborhoods of
the points 0 and p the vector-valued function F (w) is homotopied to the vector-
valued function g(w). Owing to the choice of matrix H , all the eigenvalues of the
matrices F ′

τ (0) and F ′
τ (p) have negative real parts.

In the third stage of homotopy (τ ∈ [2/3, 1]) the vector-valued function Fτ (w)
becomes equal to g(w) for all w ∈ Rn.

We note that with the homotopy (2.3), (2.4) the conditions 1)–5) of §1, Chap-
ter 2, are satisfied. The vector-valued function Fτ (w) satisfies the condition of local
monotonicity for all τ in δ-neighborhoods of points 0 and p, and also for all w ∈ Rn

if 0 � τ < 1/3 or 2/3 < τ � 1. This follows from the fact that the condition of local
monotonicity is preserved under multiplication by a positive function.

In §§2.2–2.5 of Chapter 4 we obtain a priori estimates of monotone solutions
for the homotopy (2.3), (2.4).

2.2. Estimates of derivatives. In this section we obtain estimates of the
derivatives w′(x) and w′′(x) in C(−∞,∞) of solutions w(x) of the system of
equations (1.10). Moreover, monotonicity of the solutions is not assumed.

Lemma 2.1. Let solution w(x) of system (1.10) satisfy inequality |w(x)| � R
for all x. Then the derivatives w′(x) and w′′(x) may be estimated in the C(−∞,∞)
norm by a constant, depending only on R, the norm of the matrix a−1

τ , and
max
|w|�R

|Fτ (w)|.

Proof. Assume first that |c| � 1. If for some x = x0 an extremum of function
w′
i(x) is attained, then, obviously, w

′′
i (x0) = 0 and, from the ith equation in (1.10),

we have

(2.5) |w′
i(x0)| � max

|w|�R
|Fτ (w)|.

By virtue of the boundedness of function wi(x), the maximum of |w′
i(x)| for

−∞ < x < ∞ is attained at extremum points of the derivative; consequently,
the estimate (2.5) holds for all x and i = 1, . . . , n.

Assume now that |c| < 1 and let Mi be the set of those values of x for which
|w′
i(x)| > 1 (i = 1, . . . , n). Obviously, it is sufficient to consider only the case in

whichMi is nonempty and to obtain an estimate of the derivative w′
i(x) for x ∈Mi.

Let (α, β) be an arbitrary interval inMi, |w′
i(α)|= |w′

i(β)|= 1. Then, for α< x< β,
we obtain, upon integrating the ith equation of system (1.10),

aτi [w
′
i(x)− w′

i(α)] + c[wi(x) − wi(α)] +
∫ x

α

Fτi(w(s)) ds = 0.

From this we obtain

|w′
i(x)| � 1 +

1
aτi

[|c|(|wi(x)|+ |wi(α)|) + max
|w|�R

|Fτ |(β − α)]

� 1 +
2R
aτi

[1 + max
|w|�R

|Fτ (w)|],

since β − α � |wi(β)− wi(α)| � 2R.
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Thus, for c arbitrary, we have obtained the following estimate:

|w′
i(x)| � (1 + 2R‖a−1

τ ‖)(1 + max
|w|�R

|Fτ (w)|), −∞ < x <∞, i = 1, . . . , n.

We now obtain an estimate of the derivative w′′
i (x). From the ith equation

in (1.10) we have

(2.6) |w′′
i (x)| �

1
aτi

(|cw′
i(x)| + |Fτi(w(x))|).

If an extremum of function w′
i(x) is attained at x = x0, then, as above,

|cw′
i(x0)| � max

|w|�R
|Fτ (w)|

and, from (2.6),

|w′′
i (x)| � 2‖a−1

τ ‖ max
|w|�R

|Fτ (w)|, −∞ < x <∞, i = 1, . . . , n.

This completes the proof of the lemma.

2.3. A priori estimates of the speed. In this section we obtain a priori
estimates of the speed c of monotone waves, described by the system (1.10), with
the condition (1.4).

Theorem 2.1. For an arbitrary solution (c, w) of system (1.10) with the con-
dition (1.4), where w(x) is a monotonically decreasing vector-valued function, there
is an estimate for the constant c, i.e., the wave speed, that is independent of τ .

We now prove some auxiliary propositions.

Lemma 2.2. Let the vector-valued function F (w) satisfy a condition of local
monotonicity in Rn.

If Fi(w0) � 0 for some i, then Fi(w) > 0 for wi = w0
i , wk � w0

k, k = 1, . . . , n,
w �= w0.

If Fi(w0) � 0 for some i, then Fi(w) < 0 for wi = w0
i , wk � w0

k, k = 1, . . . , n,
w �= w0.

Proof. We prove the first statement of the lemma. The second is proved in a
similar way.

Consider the function

ϕ(t) = Fi(w0(1− t) + wt), 0 � t � 1.

Owing to the local monotonicity of the vector-valued function F (w), the function
ϕ(t) has a positive derivative at those points where it vanishes. Since ϕ(0) � 0,
then ϕ(1) > 0. This completes the proof of the lemma.

Lemma 2.3. Let the vector-valued function F (w) satisfy a condition of local
monotonicity in Rn, let F (0) = 0, and assume that a positive vector q and a constant
t0 > 0 can be found such that

(2.7) F (tq) < 0 for 0 < t � t0.

Then at each point w ∈ [0, t0q] (i.e., 0 � w � qt0), w �= 0, at least one of the
functions Fi(w) is negative.



162 3. EXISTENCE OF WAVES

Proof. Let u0 �= 0 be an arbitrary point on the boundary of the interval
[0, t0q]. We consider the solution u(x) of the Cauchy problem

(2.8)
du

dx
= F (u), u(0) = u0.

By the preceding lemma, u(x) ∈ (0, qt0) for small positive x. Since the point u0
is chosen arbitrarily, this means that the trajectories intersect the boundary of
the interval [0, t0q] for u �= 0 from the outside inwards, and no solution u(x) of
problem (2.8) for u0 ∈ [0, t0q] can be found outside of this interval. We show,
moreover, that u(x)→ 0 as x→∞. Indeed, if this is not so, then the ω-limit set of
trajectory u(x) contains points different from 0. Hence, we can find t1, 0 < t1 � t0,
such that this ω-limit set is embedded in the interval [0, t1q] touching its boundaries.
The latter contradicts Lemma 2.2.

We assume now that F (w) > 0 for some w ∈ [0, t0q]. By the preceding lemma,
w < t0q and no solution of (2.8) for u0 ∈ [w, t0q] can go outside of this interval. This
contradicts the fact that for arbitrary u0 ∈ [0, t0q] the solution u(x) of problem (2.8)
tends towards 0. If F (w)� 0, we can then find a positive component of vector F (w).
For definiteness, let F1(w) > 0. By virtue of the local monotonicity condition we
can select ε > 0 so small that w̃= (w1+ ε, w1, . . . , wn)∈ [0, t0q] and F̃ (w)> 0, which
leads to the case considered above. This completes the proof of the lemma.

Proof of Theorem 2.1. We obtain an upper estimate to the speed. For
arbitrary τ0 ∈ [0, 1] all the eigenvalues of the matrix F ′

τ0(0) have negative real parts.
Since the off-diagonal elements of this matrix are positive, the matrix has a real
negative eigenvalue, which corresponds to the positive eigenvector qτ0 . Therefore,
for some tτ0

Fτ0(tqτ0) < 0 for 0 < t � tτ0 .
The inequality

Fτ (tqτ0) < 0 for 0 < t � tτ0
remains valid for all τ from some neighborhood ∆(τ0) of point τ0. It follows from
the preceding lemma that at each point w ∈ [0, tτ0qτ0 ], w �= 0, at least one of the
functions Fτi(w) is negative, τ ∈ ∆(τ0). It follows from this that we can select
interval [0, q], q > 0, so that for all τ ∈ [0, 1] and all w ∈ [0, q], w �= 0, at least one
of the functions Fτi(w) is negative. And, finally, it is easy to verify that an ε > 0
can be found, independent of τ , such that in an ε-neighborhood of each point of
the set Γ = {w ∈ Rn | 0 � w � q, ∃i : wi = qi} at least one of the functions Fτi is
negative, τ ∈ [0, 1].

We now proceed directly to an estimate of the speed c. Let us assume, for some
τ , that w(x) is a monotone solution of problem (1.10), (1.4). Then for some x= x0,
we have w(x0) ∈ Γ. From what has been proved, one of the functions Fτi(w) is
negative in an ε-neighborhood of the point w(x0). Assume, for example, that i= 1.
We select x1 such that w1(x0)−w1(x1) = ε (w1(x0)− ε > 0), and we integrate the
first equation in (1.10) from x0 to x1:

(2.9) aτ1 [w
′
1(x1)− w′

1(x0)] + c[w1(x1)− w1(x0)] +
∫ x1

x0

Fτ1(w(x)) dx = 0.

We show that

(2.10) Fτ1(w(x)) < 0 for x0 � x � x1.
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Indeed, since Fτ1(u) < 0 for w1(x0)− ε � u1 � w1(x0), uk = wk(x0) (k = 2, . . . , n),
this is then also true by virtue of local monotonicity for w1(x0)− ε � u1 � w1(x0),
uk � wk(x0) (k = 2, . . . , n). Relation (2.10) then follows from this and from the
monotone decrease of w(x). From (2.9) we obtain with the aid of (2.10),

aτ1 [w
′
1(x1)− w′

1(x0)] > c[w1(x1)− w1(x0)] = cε,

whence c < (‖aτ‖/ε)|w′
1(x0)|. This, together with Lemma 2.1, yields a uniform

estimate of the speed, since for arbitrary monotone solutions we can set R = n1/2.
An estimate of the speed from below may be obtained similarly. Analogous

constructions are carried out in a neighborhood of point p. This completes the
proof of the theorem.

2.4. Behavior at infinity. In this section we consider the behavior of solu-
tions of system (1.10) as x→ ±∞. The subscript τ will be omitted.

Lemma 2.4. Let F (u0) = 0 and F ′(u0) ∈ P . If there exists a solution w(x) of
system (1.10) tending towards u0 as x → ∞ (x → −∞) and such that w(x) > u0
for all sufficiently large x (−x), then there exist a number λ � 0 (λ � 0) and a
positive vector q, such that

[aλ2 + cλ+ F ′(u0)]q = 0.

Proof. We limit the discussion to the case x → ∞. The case x → −∞ is
handled similarly.

We consider first the linear system (1.10), where

F (u) = B(u− u0);

B is a square matrix with constant coefficients. Solution w(x) has in this case the
form

(2.11) w(x) = (qxs + ϕ(x)xm)eαx + v(x) + u0,

where the factor of the exponential term is not identically 0; s and m are nonneg-
ative integers, a � 0,

(2.12) (aα2 + cα+B)q = 0;

ϕ(x) is a linear combination of the functions cosβjx and sinβjx, where βj are the
imaginary parts of the roots of the equation

det(aλ2 + cλ+B) = 0

with real part α; v(x) contains the lower terms.
We show first that q �= 0. Indeed, in the contrary case,

(2.13) (w(x) − u0)e−αxx−m = ϕ(x) + v(x)e−αxx−m.

Since ϕ(x) is an almost periodic function with mean value equal to 0, and the
second term on the right-hand side of (2.13) tends towards zero, the right-hand side
of (2.13) takes on negative values on some sequence xk →∞, which contradicts the
condition w(x) > u0. Similarly, we may verify that s � m.

We show next that q > 0. Indeed, let us assume first that vector q has negative
components. Assume, for example, that q1 < 0. It then follows from (2.11) that
w1(x) − u01 takes on negative values on some sequence xk → ∞ (when s = m
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we need to take into account properties of function ϕ(x)). Thus, q � 0. Since
(aα2 + cα+B) ∈ P , it then follows from (2.12) that q > 0.

Thus, the lemma is proved in the linear case. Consider now the general case.
Let Bε be the matrix obtained from F ′(u0) by subtracting the number ε > 0 from
all of its elements. We consider ε so small that Bε ∈ P . It is obvious that a δ > 0
exists such that

F (u) > Bε(u− u0) for |u− u0| � δ, u > u0.

We select x0 such that for x � x0 we have |w(x) − u0| < δ. Then for x � x0

(2.14) aw′′ + cw′ +Bε(w − u0) = g(x),

where g(x) = Bε(w(x) − u0)− F (w(x)). Considering the boundary problem

∂u

∂t
= a

∂2u

∂x2
+ c
∂u

∂x
+Bε(u− u0),

u(x0, t) = w(x0), u(x, 0) = w(x)

and taking note of (2.14), we readily show that there exists a vector-valued function
v(x) such that v(x) > u0 for x > x0, v(x)→ u0 as x→∞, and

av′′ + cv′ +Bε(v − u0) = 0.

As has already been shown, it follows from this that a number λε � 0 and a vector
qε > 0 exist such that

(aλ2ε + cλε +Bε)qε = 0,

where we can assume that |qε| = 1. We now let ε tend towards 0. We can assume
that λε converges to some λ and qε converges to some vector q. It is obvious that
λ � 0 and q � 0. As was the case above, it follows from this that q > 0. This
completes the proof of the lemma.

Remark. If the maximum eigenvalue of matrix F ′(u0) is not equal to 0, then,
obviously, λ �= 0.

Lemma 2.5. Let us assume that F (u0) = 0, F ′(u0) ∈ P , and that at least one
eigenvalue of this matrix is in the right half-plane. Then there cannot simultane-
ously exist two solutions w1(x) and w2(x) of system (1.10) such that w1(x) → u0
as x → ∞ and w1(x) > u0 for sufficiently large x, w2(x) → u0 as x → −∞ and
w2(x) < u0 for sufficiently large −x.

Proof. It follows from the preceding lemma that there exist numbers λ1 < 0,
λ2 < 0 and positive vectors qi, i = 1, 2, such that T (λi)qi = 0, i = 1, 2, where
T (λ) = aλ2 + cλ + F ′(u0). This means that when λ = λi the eigenvalue with
maximum real part of matrix T (λ) is equal to 0. Since the maximum eigenvalue of
matrix T (0) is positive and, for c � 0, increases as λ increases, it follows that the
equation T (λ2)q2 = 0 cannot hold. Similarly, when c � 0 the equation T (λ1)q1 = 0
cannot hold. This completes the proof of the lemma.
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Lemma 2.6. Let w(x) be a bounded solution of system (1.10), having limits as
x → ±∞. Further, let w′

i(x) �= 0 for all x for some i, 1 � i � n. Then for the i
considered, the functions w′

i(x) and [w′
i(x)]

2 are summable, and, for all x, either

(2.15) I+i (x) ≡
∫ ∞

x

Fi(w)w′
i(x) dx > 0,

or

(2.16) I−i (x) ≡
∫ x

−∞
Fi(w)w′

i(x) dx < 0,

and we also have the equality

(2.17)
∫ ∞

−∞
Fi(w)w′

i(x) dx = −c
∫ ∞

−∞
[w′
i(x)]

2 dx.

Proof. Summability of the functions w′
i(x) and [w′

i(x)]
2 follows directly from

the monotonicity and boundedness of wi(x). The remaining assertions may be
obtained by multiplying the ith equation of system (1.10) by w′

i(x) and integrating.
This completes the proof of the lemma.

Lemma 2.7. Let F (w) satisfy a condition of local monotonicity in some domain
G ∈ Rn, and let w(x) be a solution of system (1.10), not identically equal to a
constant. If for all values of x for which w(x) ∈ G we have w′(x) � 0, then
w′(x) < 0 for these x.

In what follows, a more general result is required, of which Lemma 2.7 is a
special case (see §2.7).

Lemma 2.8. Let h(w) be a smooth vector-valued function, given for w ∈ Rn,
h(0) = h(p) = 0, where the matrices h′(0) and h′(p) belong to class P and have all
their eigenvalues in the left half-plane. Further, let F (w) = h(w)ω(w), where ω(w)
is defined by equation (2.1) and δ > 0 is sufficiently small.

Then if there exists a monotonically decreasing solution w(1)(x) of system (1.10)
satisfying the conditions

lim
x→∞

w(1)(x) = 0, lim
x→−∞

w(1)(x) = w(1)
0 ,

then c < 0. If there exists a monotonically decreasing solution w(2)(x) of sys-
tem (1.10) satisfying the conditions

lim
x→∞

w(2)(x) = p, lim
x→−∞

w(2)(x) = w(2)
0 ,

then c > 0. Here w(i)
0 is an arbitrary point, different from 0 and p, at which

F (w(i)
0 ) = 0, i = 1, 2.

Proof. We prove the first part of the lemma. The second is proved similarly.
Based on Lemma 2.3, we can select δ > 0 so that for each w, |w| = δ, w � 0,

at least one of the functions hi(w) is negative. Assume, first, that |w(1)
0 | = δ and,

for definiteness, that h1(w
(1)
0 ) < 0. By the preceding lemma, w(1)′

1 (x) < 0, and
we can use Lemma 2.6 for i = 1. Since condition (2.16) is not satisfied, then, for
some x = x0, I−1 (x0) � 0 and, for all x, I+1 (x) > 0. It follows from this that
I+1 (x0) + I−1 (x0) > 0 and that, by virtue of (2.17), c < 0.
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Assume now that |w(1)
0 | > δ. For those values of x for which |w(1)| � δ,

the solution w(1)(x) can be found explicitly since F (w(x)) = 0 for these x. It
follows from the explicit form of the solution that for some i we have w(1)′

i (x) �= 0
outside of a δ-neighborhood of the point 0. Inside the δ-neighborhood we have,
from Lemma 2.7, w(1)′

i (x) < 0. Thus, Lemma 2.6 is applicable also in this case,
whence, as above, it follows that c < 0. This completes the proof of the lemma.

2.5. A priori estimates of solutions. We proceed now to obtaining directly
a priori estimates of monotone solutions of system (1.10) with conditions (1.4).

Lemma 2.9. There exists a number ε, 0<ε< δ, such that we have the following
estimates of monotone solutions wτ of problem (1.10), (1.4):

|wτ (x)| � Ke−αx, |w′
τ (x)| � Ke−αx

for those values of x for which |wτ (x)| � ε, and

|wτ (x) − p| � Keβx, |wτ (x)| � Keβx

for those values of x for which |wτ (x) − p| � ε. Moreover, the constants K > 0,
α > 0, β > 0 are independent of τ and of solution wτ (x).

Proof. Since F ′
τ (w±) ∈ P and the eigenvalues of these matrices have negative

real parts, Condition 1.1 (see §1 of Chapter 2) is then satisfied with b± = F ′
τ (w±).

It follows from this that the roots of the equation

det(aτλ2 + cλ+ F ′
τ (w±)) = 0

are separated from the imaginary axis for all τ ∈ [0, 1]. The assertion of the lemma
is a consequence of the Lyapunov-Perron theorem (see, for example, [Pli 1]). This
completes the proof of the lemma.

Lemma 2.10. Let the conditions of Theorem 1.1 be satisfied. Then there exists
a constant κ > 0 such that outside of the ε-neighborhoods of the points 0 and p we
have the estimate |w′

τi
(x)| � κ (i = 1, . . . , n) for an arbitrary monotone solution

wτ (x) of problem (1.10), (1.4). Here κ is independent of τ and of solution wτ (x);
constant ε was defined in Lemma 2.9.

Proof. Let us assume that the assertion of the lemma does not hold. Then
there exist sequences {τk}, {wkτk

}, {xk} such that coordinate ik of vector w′
τk
(xk)

tends towards zero and the points wkτk
(xk) do not belong to ε-neighborhoods of

points 0 and p. With no loss of generality, we can assume that ik = 1, τk → τ0, and
ck → c0, where τ0 ∈ [0, 1], c0 is a constant, and ck is the speed of the wave wτk

(x).
Since solutions of system (1.10) are invariant relative to translation with respect to
x, we can assume that |wτk

(0) − p| = ε. We can also assume that the sequences
{wkτk

(0)} and {wk′τk
(0)} are convergent with limits y and z, respectively. We denote

by v(1)(x) the solution of system (1.10) for c = c0, τ = τ0 with initial conditions
v(1)(0) = y, v′(1)(0) = z. It is clear that v(1)1(x)→ p as x→ −∞.

We consider first the case where v(1)1(x)→ 0 as x→∞. Then, outside of the
ε-neighborhoods of the singular points, function v(1)(x) exists on a finite interval
with respect to x. Since the solutions wkτk

(x) converge to v(1)(x), then, for some
x= x0, the vector v(1)′(x0) has zero components, and the point v(1)(x0) lies outside
the ε-neighborhoods of points 0 and p.
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If τ0 ∈ [0, 1/3] or τ0 ∈ [2/3, 1], then the system is locally monotone and, since
the derivative vanishes, we obtain a contradiction with Lemma 2.7, by virtue of the
fact that v(1)′ � 0 for all x.

If τ0 ∈ [1/3, 2/3], then in a domain where the source is identically equal to zero,
v(x) may be found explicitly and determines a line in Rn along which v(1)i (x) ≡
v
(1)
i (x0), where i is the number of a component of vector v(1)′(x0) that is equal
to zero. Since this line cannot intersect simultaneously both ε-neighborhoods of
points 0 and p (for ε < 1/2), we arrive at a contradiction.

Thus v(1)(x) is a monotone (not necessarily strict) vector-valued function, not
tending towards 0, and embedded in the interval [0, p]. We denote by w(1) the
limit of v(1)(x) as x → ∞. In a similar way we may prove existence of function
v(2)(x) having limit w(2) �= p as x → −∞ and tending towards zero as x → ∞.
It is clear that Fτ0(w(1)) = Fτ0(w(2)) = 0. If τ0 ∈ [1/3, 2/3], then this leads to a
contradiction with Lemma 2.8. If τ0 does not belong to this interval, the system
is then locally monotone. For the case where w(1) = w(2), this leads directly to a
contradiction with Lemma 2.5. If w(1) �= w(2), then for the stationary point w(1),
for example, we follow similar reasoning: we denote by u(k) and ũ(k) the values
of the vector-valued functions wkτk

(x) on the boundary of a small ε1-neighborhood
of point w(1), and by ω(k) and ω̃(k) the corresponding values of their derivatives.
Here u(k) > w(1), ũ(k) < w(1). We can assume that the sequences ũ(k) and ω̃(k) are
convergent, with their limits being denoted by ỹ and z̃, respectively. We denote
by ṽ(x) the solution of system (1.10) for c = c0, τ = τ0, satisfying the conditions
ṽ(0) = ỹ, ṽ′(0) = z̃. Function ṽ(x) is monotonically decreasing for all x and tends
towards w(1) as x→−∞. Presence of the monotonically decreasing solutions v(x)
and ṽ(x) leads to a contradiction with Lemma 2.5, since the matrix F ′(w(1)) has
eigenvalues in the right half-plane.

Lemma 2.11. Let Mr (r � 0) be the set of all monotone solutions w(x) of
problem (1.10), (1.4) for all τ ∈ [0, 1], such that the equality

w1(x0) = 1/2

holds for |x0| � r, where w1(x) is the first component of the vector-valued function
w(x). Then there exists a constant Mr such that for arbitrary w ∈Mr

(2.18) ‖w − ψ‖µ �Mr.

Proof. Let w ∈Mr. Let x1 and x2 be points determined by the equation

|w(x2)| = ε, |p− w(x1)| = ε,

where the constant ε > 0 was defined in Lemma 2.9. We assume that ε < 1/2, so
that

(2.19) x1 < x0 < x2, |x0| � r.

Further, let κ be the constant in the estimation of w′(x) in Lemma 2.10. Then,
obviously,

(2.20) 0 < x2 − x1 < 1/κ,
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where we consider that κ < 1. We have

(2.21)

(∫ 1/κ+r

−1/κ−r
|w − ψ|2µdx

)1/2

�
(
n

∫ 1/κ+r

−1/κ−r
µdx

)1/2

+
(∫ 1/κ+r

−1/κ−r
|ψ|2µdx

)1/2

.

Further, it follows from (2.19), (2.20) that 1/κ+ r � x2, 1/κ + r �−x1. Therefore,
by virtue of the monotonicity of w(x), we obtain |w(x)−ψ(x)| � ε for x � 1/κ + r
and for x � −1/κ − r. From Lemma 2.9, inequality (2.21), and from the fact
that growth of the function µ(x) is slower than exponential at infinity, we have the
inequality (∫ ∞

−∞
|w − ψ|2µ(x) dx

)1/2

� K0

with constant K0 being unique for the whole set Mr. In a similar way we establish
the inequality (∫ ∞

−∞
|w′ − ψ′|2µ(x) dx

)1/2

� K1,

whereK1 can also be chosen uniquely for all the functions from Mr. This completes
the proof of the lemma.

Proof of the first part of Proposition 1.2. Up to this point, we have
considered speed c in system (1.10) as a constant. We now assume the speed to
be a functional c(u), where u(x) = w(x) − ψ(x) and w(x) is a monotone solution
of system (1.10) with the conditions (1.4). We denote the solution of equation
w1(x) = 1/2 by x0 and we prove that there exists an r > 0, such that |x0| < r
for all monotone solutions of system (1.10) for all τ ∈ [0, 1]. Let us assume the
contrary. Then there exists a sequence {xk}, |xk| →∞, and a sequence of solutions
{wk(x)} of system (1.10) in which c = c(uk), uk(x) = wk(x) − ψ(x) are such that
wk1 (xk) = 1/2.

Let
vk(x) = wk(x+ xk)− ψ(x),

so that vk + ψ ∈M0 (see Lemma 2.11), and, thus, we have the estimate

(2.22) ‖vk‖µ �M0.

Further, we have (see (1.11) of Chapter 2)

(2.23) ρ(uk) =
(∫ ∞

−∞
|vk(x) + ψ(x)|2σ(x+ xk) dx

)1/2

.

We show that c(uk) (= ln ρ(uk)) is unbounded, which leads to a contradiction with
the a priori estimate of the speed obtained in §2.3. Actually, it follows from (2.22)
that ρ(uk)→∞ as xk →∞. It also follows from (2.22) that |vk(x)| �N(µ(x))−1/2

with constant N independent of k. Therefore, on the basis of Lemma 2.9, there
exists a square-summable function y(x) such that |vk(x)| � y(x). It follows from
this and from (2.23) that ρ(uk)→ 0 as xk → −∞.
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Thus we have shown that all monotone solutions of system (1.10) in which
c = c(u), with the conditions (1.4), belong to the set Mr for some r > 0. Validity
of the first part of Proposition 1.2 follows from Lemma 2.11.

Let Aτ (u) be the operator introduced in §1 of Chapter 2 and corresponding to
the problem (1.10), (1.4). Proposition 1.2 means that for all solutions u(x) of the
equation

(2.24) Aτ (u) = 0 (u ∈W 1
2,µ, τ ∈ [0, 1]),

for which u+ ψ are monotone functions,

‖u‖µ � R,

where constant R is independent of the solution.
Henceforth, we shall use the notation

uM = wM − ψ, uN = wN − ψ,

where wM is a strictly monotone solution of problem (1.10), (1.4); wN does not
have this property.

In applying the Leray-Schauder method to proving the existence of solutions
uM of equation (2.24), we need to show that all the functions uM and uN are
uniformly separated in the space W 1

2,µ and that we can determine a rotation of the
field of operator Aτ (u) along boundaries of domains containing all solutions uM
and not containing uN . These questions will be discussed in the following section.

2.6. Separation of monotone solutions.

Proof of the second part of Proposition 1.2. Let us assume that the
proposition is not true. We can then find sequences of solutions of equation (2.24):
{u(k)M,tk} and {u(k)N,tk}, for which

(2.25) ‖u(k)M,tk − u
(k)
N,tk

‖µ −−−→
k→∞

0.

The vector-valued functions w(k)
M,tk

and w(k)
N,tk

are solutions of problem (1.10) and
(1.4).

Since all the functions u(k)M,tk are in a ball of radius R of the spaceW 1
2,µ, we can

then assume that the sequence {u(k)M,tk} converges weakly to some u(0)M . We assume
also that tk → t0. Then (see §4, Chapter 2)

〈Atk(u
(k)
M,tk

), St0(u
(k)
M,tk

− u(0)M )〉 � ‖u(k)M,tk − u
(0)
M ‖µ + εk,

where εk → 0 as k →∞. From this we have the strong convergence

‖u(k)M,tk − u
(0)
M ‖µ −−−→

k→∞
0

and the equality At0(u
(0)
M ) = 0. We let w0 = u

(0)
M + ψ. Then w0 is a solution of

problem (1.10), (1.4) for τ = t0, c = c(u
(0)
M ) and

(2.26) ‖w(k)
M,tk

− w0‖µ → 0 as k →∞.
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From (2.25) and (2.26) we have

(2.27) ‖w(k)
N,tk

− w0‖µ → 0 as k →∞.

From (2.26), (2.27) we have convergence in C(−∞,∞) and, from the uniform
boundedness of the functionsw(k)

M,tk
and w(k)

N,tk
(see §2.2), convergence in C1(−∞,∞):

sup
x
|w(k)
M,tk

− w0(x)| + sup
x
|(w(k)

M,tk
(x))′ − w′

0(x)| → 0,(2.28)

sup
x
|w(k)
N,tk

− w0(x)|+ sup
x
|(w(k)

N,tk
(x))′ − w′

0(x)| → 0(2.29)

as k →∞.
We show first that the vector-valued function w0 is strictly monotone. Rela-

tion (2.28) implies nonstrict monotonicity, i.e., w′
0(x) � 0 for −∞ < x < ∞. Let

us assume that for some x = x0 at least one of the components of vector w′
0(x0)

vanishes. If t0 ∈ [0, 1/3) or t0 ∈ (2/3, 1], then the vector-valued function Ft0(w)
is locally monotone for w ∈ Rn and, by virtue of Lemma 2.7, w0(x) ≡ w0(x0),
which contradicts (1.4). Now assume that t0 ∈ [1/3, 2/3]. If w0(x) belongs to a
δ-neighborhood of point 0 or p, we obtain a contradiction as in the case above, since
in these neighborhoods the vector-valued function Ft0(w) is locally monotone. Let
us assume that w0(x0) lies on the boundary or outside of these neighborhoods.
Since Ft0(w) ≡ 0 for |w| � δ, |p − w| � δ, then outside of these neighborhoods
w0(x) is a solution of the Cauchy problem

w′′ + c(u(0)M )w′ = 0, w(x0) = w0(x0), w′(x0) = w′
0(x0)

and can be readily found explicitly. From the explicit form of function w0(x)
for |w0(x)| � δ, |p − w0(x)| � δ, we readily see that it determines a line in Rn,
passing through the point w0(x0). Since vector w′

0(x0) has zero components, then,
along this line, at least one coordinate stays constant, and it cannot intersect a δ-
neighborhood of both points 0 and p, i.e., w0(x) cannot satisfy the conditions (1.4).
The resulting contradiction shows that w′

0(x) < 0 for all x.
We now show that this leads to a contradiction with (2.29). Since the vector-

valued functions w(k)
N,τk

are not strictly monotone, a point xk can then be found

at which the vector (w(k)
N,τk

(x))′ has zero components. In the remaining part of

the proof, for brevity, we write w(k) = w
(k)
N,τk

. We can assume that w′(k)
1 (xk) = 0

and that τk → τ0. If the sequence {xk} is bounded, then, selecting a convergent
subsequence, we find, for some x = x̃, that w′

01
(x̃) = 0, which contradicts what was

proved above. We consider now the case in which this sequence is not bounded.
We limit ourselves to the case xk →∞.

Since F ′
τ0(0) ∈ P , then F ′

τ0(0)q = λq, where q is a positive eigenvector and λ < 0
is the principal eigenvalue. We can therefore select κ > 0 so small that for |w| � κ,
we have F ′

τ0(w) ∈ P and F ′
τ0(w)q < 0, and we can select k0 so large that

(2.30) F ′
τk
(w) ∈ P, F ′

τk
(w)q < 0 for k � k0, |w| � κ.

We select x∗ so that |w0(x)| < κ for x � x∗, and k1 � k0 so that

|w(k1)(x)| < κ for x � x∗, w(k1)′(x∗) < 0 and xk1 > x∗.
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The vector-valued function w(k1)′(x) is a solution of the boundary problem

(2.31)
aτk1

v′′ + cv′ + F ′
τk1

(w(k1)(x))v = 0,

v(x∗) = w′
k1(x∗), v(∞) = 0.

We show that its solution for x∗ � x < ∞ is strictly negative, which leads to a
contradiction with the assumption w(k1)′(xk1 ) = 0, and concludes our proof of the
proposition. Let us assume that the solution v(x) of problem (2.31) is not negative
for all x� x∗. Consider the vector-valued function vs(x) = v(x)− qs. We can select
s = s0 so that s0 � 0 and

vs0(x) � 0 for x∗ � x <∞,

and, for some x̃, x∗ � x̃ < ∞, the vector vs0(x̃) has zero components. For
definiteness, let vs01 (x̃) = 0. Then v1(x) � q1s0 for x∗ � x < ∞, v1(x̃) = q1s0.
From this we have v′1(x̃) = 0, v′′1 (x̃) � 0. Let s0 > 0. We show that

(2.32)
n∑
i=1

∂Fτk1,1(w
(k1)(x̃))

∂wi
vi(x̃) < 0.

To do this, we consider the function

ϕ(ξ) =
n∑
i=1

∂Fτk1,1(w
(k1)(x̃))

∂wi
(qis0ξ + vi(x̃)(1− ξ)).

If qs0 = v(x̃), then (2.32) follows from (2.30). If qs0 �= v(x̃), then ϕ′(ξ)> 0, ϕ(1)< 0;
consequently, ϕ(0) < 0. This establishes inequality (2.32). It contradicts the first
equation of the system (2.31). Let s0 = 0. If v(x̃) �= 0, then, as above, we obtain
a contradiction with (2.31). If v(x̃) = 0, then v′(x̃) = 0, whence v(x) ≡ 0, which
contradicts the boundary condition in (2.31). Thus, negativity of the solution of
problem (2.31) has been proved. This completes the proof of the proposition.

We consider a ball ‖u‖µ � R of space W 1
2,µ in which all solutions uM of

equation (2.24) are contained. We set R1 = R + 1 and we select r, 0 < r < 1,
such that for all solutions of equation (2.24) in the ball ‖u‖µ � R1 we have the
inequality ‖uM,τ1 − uN,τ2‖µ > r, τ1, τ2 ∈ [0, 1]. We fix a value of parameter τ
and construct the ball Kτ (uM,τ ) of radius r and center at the point uM,τ . By
virtue of compactness of the set of solutions uM,τ , we can select from a covering
of this set by balls Kτ a finite subcovering. We denote by Gk(τ), k = 1, . . . , N(τ),
the set of domains formed by the union of the balls from this subcovering; Γk(τ),
k = 1, . . . , N(τ), are the boundaries of these domains.

It is obvious that for arbitrary τ = τ0, uN,τ0 /∈
⋃N(τ0)
k=1 [Gk(τ0) + Γk(τ0)] and

all solutions uM,τ0 belong to
⋃N(τ0)
k=1 Gk(τ0). We show that for all τ from some

neighborhood ∆(τ0) of the point τ0

uM,τ ∈
N(τ0)⋃
k=1

Gk(τ0) ∀uM,τ ,(2.33)

uN,τ /∈
N(τ0)⋃
k=1

[Gk(τ0) + Γk(τ0)].(2.34)

Actually, if (2.33) does not hold, we can then find sequences {τj}, τj → τ0, and
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{u(j)M,τj
}, such that u(j)M,τ /∈

⋃N(τ0)
k=1 Gk(τ0). We can assume that u(j)M,τj

converges
weakly to some u0. From the inequality

〈Aτj (u
(j)
M,τj

), St0(u
(j)
M,τj

− u(0)M )〉 � ‖u(j)M,τj
− u0‖µ + εj ,

where εj → 0, we have the strong convergence ‖u(j)M,τj
− u0‖µ → 0. It follows

from this that Aτ0(u0) = 0, u0 /∈
⋃N(τ0)
k=1 Gk(τ0), and u0 + ψ is a strict monotone

solution of problem (1.10), (1.4). The resulting contradiction establishes (2.33).
We prove (2.34) similarly.

Theorem 2.2. Let

γ(τ) =
N(τ)∑
k=1

γ(Aτ ,Γk(τ)), τ ∈ [0, 1],

where γ(Aτ ,Γk(τ)) is a rotation of the field of operator Ak along the boundary
Γk(τ). Then γ(0) = γ(1).

Proof. According to the construction of domains Gk(τ) given above, the de-
gree γ(Aτ0 ,Γk(τ0)) is defined for arbitrary τ0 ∈ [0, 1]. From what was proved earlier,
the degree γ(Aτ1 ,Γk(τ0)) is also defined for arbitrary τ1 ∈ ∆(τ0), a neighborhood
of point τ0. Therefore,

(2.35)
N(τ0)∑
k=1

γ(Aτ1 ,Γk(τ0)) =
N(τ0)∑
k=1

γ(Aτ0 ,Γk(τ0)).

On the other hand, for arbitrary solutions of equation (2.24), for τ = τ1 we have

uM,τ1 ∈
(N(τ0)⋃
k=1

Gk(τ0)
)
∩
(N(τ1)⋃
k=1

Gk(τ1)
)
,

uN,τ1 /∈
(N(τ0)⋃
k=1

[Gk(τ0) + Γk(τ0)]
)
∪
(N(τ1)⋃
k=1

[Gk(τ1) + Γk(τ1)]
)
,

whence
N(τ0)∑
k=1

γ(Aτ1 ,Γk(τ0)) =
N(τ1)∑
k=1

γ(Aτ1 ,Γk(τ1)), ∀τ1 ∈ ∆(τ0).

It follows from this equation and (2.35) that γ(τ0) = γ(τ1) for arbitrary τ1 ∈∆(τ0).
The assertion of the theorem readily follows from this. This completes the proof of
the theorem.

2.7. Lemma concerning monotonicity of solutions. We consider the
system

(2.36) au′′ + cu′ + F (u) = 0,

where a and c are diagonal matrices of order n, matrix a has positive diagonal
elements, and the vector-valued function F (F = (F1, . . . , Fn)) satisfies the following
conditions generalizing the condition of local monotonicity:
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For each u0 belonging to the domain of definition of function F and satisfying
condition Fi(u0) = 0, there exists a constant k such that

(2.37)
Fi(u) � k(u0i − ui) for u � u0,
Fi(u) � k(u0i − ui) for u � u0

in some neighborhood of the point u0 (i = 1, . . . , n).
Let u(x) = (u1(x), . . . , un(x)) be a nonincreasing solution of system (2.36) over

the whole x-axis, belonging to the domain of definition of function F for all x. Then
ui(x), i = 1, . . . , n, is either identically a constant or has a negative derivative for
all x.

Proof. Suppose ui(x) is not identically equal to a constant and u′i(x0) = 0 at
some point x0. Then u′′i (x0) = 0 and, at an arbitrary sufficiently small right (left)
half-neighborhood of point x0, the function ui(x) is not identically a constant. It
follows from (2.36) that

(2.38) aiu
′′
i + ciu

′
i + Fi(u) = 0,

where ai and ci are diagonal elements of the corresponding matrices and Fi(u(x0)) =
0. Let u0 = u(x0). For definiteness we consider the case of a right half-neigh-
borhood. Equation (2.38) can be written in the form

aiu
′′
i + cu

′
i + k(u

0
i − ui) = g(x),

where g(x) = k(u0i − ui(x)) − Fi(u(x)) � 0 in some neighborhood of point x0 for
x > x0, by virtue of condition (2.37). We set v(x) = ui(x)− ui(x0). We obtain

(2.39) aiv
′′ + civ′ − kv = g(x), v(x0) = 0, v′(x0) = 0.

Let x1 > x0 and x1 − x0 be sufficiently small. Let w(x) = (x − x1)2. Then,
multiplying equation (2.39) by w(x) and integrating from x0 to x1, we obtain, after
an integration by parts,

(2.40)
∫ x1

x0

[2ai − 2ci(x − xi)− k(x− x1)2]v(x) dx =
∫ x1

x0

g(x)w(x) dx.

We take x1 so small that the expression in square brackets is positive. Then,
since v(x) � 0 and is not identically equal to zero on the interval [x0, x1], we
obtain a contradiction in signs in equation (2.40). This completes the proof of the
lemma.

§3. Existence of monotone waves

3.1. Index of a stationary point. To determine the index of a stationary
point we need the following lemma, a consequence of Proposition 1.3.
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Lemma 3.1. Let the operator

(3.1) L1u = Lu+ ϕ(u)w

be given, where operator L and the vector-valued function w are as defined in
Proposition 1.3, and

ϕ(u) =
∫ ∞

−∞
(u(x), g(x)) dx,

g(x) is a real continuous vector-valued function from L2(−∞,∞), ϕ(w) < 0. Then
the equation

(3.2) L1u = λu, u(±∞) = 0

has no solutions different from zero with Reλ � 0.

Proof. Suppose that there exists a nonzero solution of equation (3.1) with
Reλ � 0. Since the matrices B± − ξa2 − λE have eigenvalues in the left half-plane
for all real ξ and Reλ � 0, the operator L1 − λE has the Fredholm property in
L2(−∞,∞) (see [Vol 10, 12] and Chapter 4). Therefore there exists a nonzero
solution v of the adjoint equation

(3.3) L∗v + gϕ1(v) = λv,

where

ϕ1(v) =
∫ ∞

−∞
(v, w) dx.

Taking the inner product of (3.3) with w, we obtain ϕ(w)ϕ1(v) = λϕ1(v). Since
ϕ(w) < 0, then ϕ1(v) = 0 and, by virtue of (3.3), λ is an eigenvalue of operator L.
On the basis of the condition of the lemma, λ = 0. Therefore v is an eigenfunction
of operator L∗ corresponding to a zero eigenvalue. By virtue of the positiveness
of w and v (to within a factor), this contradicts the equation ϕ1(v) = 0. This
completes the proof of the lemma.

Theorem 3.1. Let system (1.3) be monotone and let u0 be a stationary point
of the corresponding operator A(u). Then if the vector-valued function w0(x) =
u0(x) + ψ(x) is monotone, the equation

A′(u0)u = 0 (u ∈ E)

has no solutions different from zero and the index of the stationary point u0 is equal
to 1.

Proof. By virtue of the properties of smoothness of generalized solutions,
the function w0(x) is a solution of equation (1.3). Differentiating (1.3), we obtain
the result that w(x) = −w′

0(x) is a positive solution of equation (1.13), where
B(x) = F ′(w0(x)), and satisfies the conditions of §1. Let λ � 0 and let u be a
solution of equation (1.14). Then the function u(x) is a solution of the equation

L1u = −λu,

where L1 is the operator (3.1), in which, by virtue of the representation for c′(u0),
we have g(x) = −ρ−2w0(x)σ(x) (c′ and ρ are defined in §1 of Chapter 2). It may be
verified directly that ϕ(w) < 0. We therefore conclude from Lemma 3.1 that u = 0.
Hence, values of λ � 0 cannot be eigenvalues of operator A∗. The theorem then
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follows from this and from Theorem 1.5 of Chapter 2. This completes the proof of
the theorem.

3.2. Model system. In §1 a model system was presented. We now establish
the required properties for this system.

Lemma 3.2. To each solution v(x) of the equation

(3.4) v′′ + cv′ + g1(v, . . . , v) = 0, v(−∞) = 1, v(∞) = 0,

there corresponds a solution

(3.5) w(x) = (v(x), . . . , v(x))

of problem (1.8), (1.4), and each solution of this problem has the form (3.5), where
function v(x) satisfies equation (3.4).

Proof. If function v(x) satisfies (3.4), then, obviously, the vector-valued func-
tion (3.5) satisfies (1.8), (1.4). Conversely, let the vector-valued function w(x)
satisfy (1.8), (1.4). We show that wi(x) ≡ w1(x), i = 2, . . . , n. Indeed, let us set
z(x) = w1(x) − wi(x) and subtract the ith equation of system (1.8) from the first.
Then

z′′ + cz′ + (a1(x)− a2(x))z = 0, z(±∞) = 0,

where

a1(x) = [g1(w1, w2, . . . , wi−1, w1, wi+1, . . . , wn)

− g1(wi, w2, . . . , wi−1, w1, wi+1, . . . , wn)]/(w1 − wi),
a2(x) = [g1(w1, w2, . . . , wi−1, w1, wi+1, . . . , wn)

− g1(w1, w2, . . . , wi−1, wi, wi+1, . . . , wn)]/(w1 − wi).

It is easy to see that a1(x) < 0, a2(x) > 0 for all x. Hence it follows that z(x) ≡ 0.
Thus, an arbitrary solution of system (1.8) with the conditions (1.4) has the

form (3.5), where v(x) ≡ w1(x). Function v(x) satisfies (3.4). This completes the
proof of the lemma.

It is known that under the assumptions made in §1 on the function g1(w1, . . . ,
w1) the equation (3.4) has exactly one monotone solution [Fife 7, Kan 3]. There-
fore, it follows from Lemma 3.2 that a monotone solutionw(x) of problem (1.8), (1.4)
exists and is unique. The vector-valued function u(x) = w(x)−ψ(x) is a stationary
point of operator A(u) corresponding to this problem. By Theorem 3.1, the index
of this stationary point is equal to 1.

3.3. Existence of waves. We prove the existence of monotone solutions for
locally monotone systems and their uniqueness in the case of monotone systems.

Proof of Theorem 1.1. With no loss of generality, we can assume that w+ =
0, w− = p. Consider the homotopy (2.3), (2.4). By virtue of the a priori estimates
of §2, we can use Theorem 2.2. As shown in §3.2, rotation of the field of operator
Aτ (u), corresponding to system (1.10), is equal to 1 for τ = 1. Consequently,
rotation of the field of operator A0(u), corresponding to the initial system, is also
equal to 1, whence existence of a solution follows.
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If system (1.3) is monotone, then uniqueness of a monotone wave follows from
Theorem 3.1. The theorem is thereby proved.

In conclusion we dwell briefly on the question concerning the existence of
systems of waves when there are stable zeros p1, . . . , ps of the vector-valued function
F (u) in the interval (w+, w−). As was mentioned in §1, we can select points
pi1 , . . . , pir satisfying (1.9). Indeed, we select point pj1 arbitrarily from p1, . . . , ps.
If there are points p1, . . . , ps in the interval (w+, pj1) (none of them can be on the
boundary of the interval by virtue of Lemma 2.2), we then select one of them,
pj2 , arbitrarily and consider the intervals (w+, pj1) and (pj2 , pj1). Continuing
this process, we obtain a set of points pj1 , . . . , pj2 , which, after renumbering,
satisfy (1.9); moreover, the intervals (w+, pi1), . . . , (pir , w−) will not contain the
points p1, . . . , ps. Since in these constructions the first point is selected arbitrarily,
then for an arbitrary point from p1, . . . , ps we can find a set of points satisfying (1.9)
and, consequently, a system of waves corresponding to this set.

Remark. The existence of waves was proved assuming inequality (1.6) to be
strict. However, in some applications, for example, in chemical kinetics, these
inequalities turn out to be nonstrict. We now present a theorem for existence of a
wave assuming inequality (1.6) to be nonstrict in some neighborhood.

Theorem 3.2. Let the vector-valued function F (w) vanish at a finite number
of points in the interval [w+, w−] : w+, w−, w1, . . . , wm. We assume that all the
eigenvalues of the matrices F ′(w+) and F ′(w−) lie in the left half-plane and that
there exist vectors pk � 0 such that pkF ′(wk)> 0, k = 1, . . . ,m. Then there exists a
monotone traveling wave, i.e., a constant c and a twice continuously differentiable
vector-valued function w(x), monotonically decreasing, satisfying system (1.3) and
the conditions (1.4).

The proof of this theorem is obtained from an already studied case by passing
to a limit. Moreover, in the analysis in a neighborhood of the points wk, use is
made of a lemma concerned with signs of the speed, which we present in §4.

We remark that from a condition of the theorem it follows that the matrix
F ′(wk) has at least one eigenvalue in the right half-plane. If this matrix is
irreducible, then, as is well known, the converse statement is valid: if the principal
eigenvalue is found in the right half-plane, then the indicated vector pk exists.

§4. Monotone systems

In the preceding section monotone systems were considered as a special case
of locally monotone systems. However, more complete results can be obtained for
monotone systems. Several of the latter will be discussed in this section (see also
Chapters 4, 5).

Results related to the existence of waves depend on the character of the
stationary points w+ and w− of the system

(4.1)
du

dt
= F (u).

Obviously, only the following cases are possible:
I. Both of the stationary points w+ and w− of system (4.1) are stable (bistable

case);
II. One of the points w+ or w− is stable, the other unstable (monostable case);
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III. Both of the points w+ and w− are unstable (unstable case).
The bistable case was studied in the preceding section. Here we consider two

other cases.

4.1. Unstable case. In this section we shall not assume that the system (1.1)
is monotone. We consider the problem concerning the sign of the speed c and, as
a consequence, we find that in Case III waves do not exist (a precise statement is
given below).

We begin with the following definitions. We say that vector-valued function
F (u) satisfies a condition of positiveness in a positive neighborhood of point u0 if
a vector p � 0 exists such that

(p, F (u)− F (u0)) > 0

for all u� u0, u �= u0 in some neighborhood of point u0. Similarly, the vector-valued
function F (u) satisfies a condition of negativeness in a negative neighborhood of
point u0 if there exists a vector p � 0 such that

(p, F (u)− F (u0)) < 0

for all u � u0, u �= u0 in some neighborhood of point u0. It is obvious that if
a vector p � 0 exists such that pF ′(u0) > 0, then the function F (u) satisfies the
condition of positiveness in a positive neighborhood of point u0 and the condition
of negativeness in a negative neighborhood of point u0.

Lemma 4.1. Let us assume that a monotonically decreasing solution of sys-
tem (1.3) exists and that the conditions (1.4) and (1.5) are satisfied. Then if F (u)
satisfies a condition of positiveness in a positive neighborhood of point w+, it follows
that c > 0. If F (u) satisfies a condition of negativeness in a negative neighborhood
of point w−, then c < 0.

Proof. We prove the assertion for point w+. For w− the proof is similar. Let
y(x) = w(x) − w+. Then y(x) � 0, y′(x) � 0,

(4.2) ay′′ + cy′ + F (w) = 0.

Let p be a vector appearing in the definition of the condition of positiveness of
function F (u) in a positive neighborhood of point w+. Then, obviously,

pF (w(x)) > 0

for x > x0 providing x0 is sufficiently large. We multiply (4.2) by p and integrate
from x0 to x1 (x1 > x0):

(4.3) pay′(x1)− pay′(x0) + cpy(x1)− cpy(x0) +
∫ x1

x0

pF (w(x)) dx = 0.

In view of the boundedness of y(x) and y′(x), we conclude that there exists a finite
limit of the integral as x1 →∞. Since the limit of y(x) as x→∞ exists, it follows
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from (4.3) that the limit of pay′(x) as x → ∞ exists; this limit is obviously equal
to zero. Letting x1 →∞ in (4.3), we obtain

−pay′(x0)− cpy(x0) +
∫ ∞

x0

pF (w(x)) dx = 0.

Since the integral is positive, and y(x0) � 0, y′(x0) � 0, then c > 0. This completes
the proof of the lemma.

An immediate consequence of this lemma is the following theorem.

Theorem 4.1. If the vector-valued function F (u) satisfies the condition of
positiveness in a positive neighborhood of point w+ and the condition of negativeness
in a negative neighborhood of point w−, then a monotone wave solution does not
exist, i.e., there is no solution of system (1.3) with the condition (1.4).

Proof. If a solution did exist, there would be a contradiction in signs of the
speed. The theorem is thereby proved.

We note, in particular, that if there exist vectors p � 0 and q � 0 such that
pF ′(w+) > 0 and qF ′(w−) > 0, then the conditions of the theorem are satisfied
and, consequently, a monotone wave does not exist.

In proceeding, we shall be interested in the case where matrices F ′(w+) and
F ′(w−) have nonnegative off-diagonal elements. Then if their principal eigenvalues
are positive and the matrices are irreducible, the indicated vectors p and q exist. As
such vectors we can take the corresponding eigenvectors. However, the condition
of irreducibility of a matrix can be a condition that is too restricting in certain
applications. Such conditions can be weakened. For example, for a reducible matrix
in its block-triangle representation we can assume that all the diagonal blocks have
positive eigenvalues.

4.2. Monostable case. Here, and in what follows, we assume that sys-
tem (1.1) is monotone.

To formulate a theorem for existence of a wave we need to introduce a functional
ω∗; with the aid of this functional we may calculate the minimum speed of a
wave. Let K be the class of vector-valued functions ρ(x) ∈ C2(−∞,∞), decreasing
monotonically and satisfying conditions at ±∞:

lim
x→±∞

ρ(x) = w±.

We set

ψ∗(ρ) = sup
x,k

akρ
′′
k(x) + Fk(ρ(x))
−ρ′k(x)

,(4.4)

ω∗ = inf
ρ∈K

ψ∗(ρ).(4.5)

Here ak and Fk are the diagonal elements of matrix a and the elements of vector
F appearing in system (1.1).

Theorem 4.2. Assume that vector p � 0, p �= 0, exists such that

(4.6) F (w+ + sp) � 0 for 0 < s � s0,
where s0 is a positive number. Assume further that in the interval [w+, w−] (i.e.,
for w+ � w � w−) the vector-valued function F (w) vanishes only at the points w+
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and w−. Then for all c � ω∗ there exists a monotonically decreasing solution of
system (1.3) satisfying the conditions (1.4). When c < ω∗, such solutions do not
exist.

Proof. We assume first that c > ω∗. Then ρ(x) ∈K exists such that ψ∗(ρ)< c.
On the basis of (4.4) this means that

(4.7) aρ′′(x) + cρ′(x) + F (ρ(x)) < 0

for all x.
Let b > 0 be some number. We select number s, 0 < s < s0, such that

(4.8) sp < ρ(b)− w+.

This is possible since ρ(b) > w+.
Consider now a boundary problem for system (1.3) on semi-axis x < b with the

condition

(4.9) w(b) = sp+ w+.

We show that there exists a monotonically increasing solution of this problem. To
do this, we consider the problem

(4.10)
∂u

∂t
= a

∂2u

∂x2
+ c
∂u

∂x
+ F (u), t > 0, x < b,

u(b, t) = w(b), u(x, 0) = w(b).

On the basis of (4.6) and (4.9), we have F (w(b)) � 0. Therefore, the function-
constant u = w(b) is a lower function for system (4.10). Consequently, a solution
of this system is monotonically increasing with respect to t.

On the other hand, it follows from (4.9) and (4.8) that ρ(b) > w(b). Therefore,
on the basis of (4.7) we can conclude that ρ(x) is an upper function for prob-
lem (4.10), so that u(x, t) � ρ(x) for x < b, t > 0. Thus the limit of u(x, t) as t→∞
exists; we denote it by w(x), where, obviously,

(4.11) w(x) � ρ(x).

It is easy to see that w(x) is a solution of system (1.3) for x < b, satisfying
condition (4.9). Indeed, based on a priori estimates of solutions of problem (4.10),
we conclude, by virtue of the boundedness of u(x, t), that the derivatives u′x(x, t)
are bounded. Therefore the convergence u(x, t)→ w(x) is uniform on each bounded
interval of the form [x0, b], so that w(x) is a continuous function and condition (4.9)
is satisfied. In order to show that w(x) is a solution of system (1.3) for an arbitrary
function ϕ(x) with support on the semi-axis x < b, we set

u(t) =
∫
u(x, t)ϕ(x) dx,

f(t) =
∫
[aϕ′′(x)u(x, t)− cϕ′(x)u(x, t) + ϕ(x)F (u(x, t))] dx

(integration is taken over the whole axis). Then

u′(x) = f(t)
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and

u(t+ 1)− u(t) =
∫ 1

0

f(s+ t) ds.

As t→∞, we obtain∫
[aϕ′′(x)w(x) − cϕ′(x)w(x) + ϕ(x)F (w(x))] dx = 0.

Thus, w(x) is a generalized solution of equation (1.3) and therefore an ordinary
solution.

We show that w(x) is monotonically nonincreasing. To do this, we return to
problem (4.10) and let y(x, t) = u′x(x, t). We have

(4.12)
∂y

∂t
= a

∂2y

∂x2
+ c
∂y

∂x
+ F ′(u(x, t))y,

y|t=0 = 0, y|x=b � 0.

The last inequality follows from the fact that u(x, t) �w(b) for x < b, u(b, t) =w(b).
Consequently, y(x, t) � 0. Thus we have shown that u(x, t) is monotonically
nonincreasing with respect to x. It is obvious that w(x) also possesses this property.

We now estimate w′(x). Let β be an arbitrary number, β � b, α = β − 1. We
set yk(x) = wk(α)(β − x) + wk(β)(x − α), k = 1, . . . , n, where w = (w1, . . . , wn),
vk = wk − yk. Then from (1.3) we have

(4.13) akv
′′
k (x) + cw

′
k(x) + Fk(w(x)) = 0.

Since vk(α) = vk(β) = 0, then v′k(xk) = 0 at some point xk ∈ (α, β). Integrat-
ing (4.13), we obtain, for x ∈ [α, β],

akv
′
k(x) + cwk(x) − cwk(xk) +

∫ x

xk

Fk(w(s)) ds = 0.

Hence

ak|v′k(x)| � 2|c| sup |wk(x)| + sup |Fk(w(x))|,

where sup is taken over x ∈ [α, β]. Further,

|w′
k(x)| � |v′k(x)|+ |y′k(x)| � |v′k(x)|+ |wk(α)|+ |wk(β)|,

whence

ak|w′
k(x)| � 2(|c|+ ak) sup |wk(x)| + sup |Fk(w(x))|.

Noting that w ∈ [w+, w−], we obtain

(4.14) ak|w′
k(x)| � 2(|c|+ ak) supw−k

+ sup
w∈[w+,w−]

|Fk(w(x))|,

where w−k is the kth element of vector w−. It is clear that the estimate holds for
all x � b and, moreover, does not depend on b, a fact which we shall use in what
follows.
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Let w = lim
x→−∞

w(x). We show that

(4.15) F (w) = 0.

Indeed, letting

(4.16) p(x) = w′(x),

from (1.3) we obtain

(4.17) ap′ + cp+ F (w) = 0,

and we consider system (4.16), (4.17) with respect to (w, p). The α-limit set of
solution (w(x), p(x)) is also a solution of this system, which we denote by (w, p(x)),
where w is a constant, so that p ≡ 0, and we obtain (4.15) from (4.17).

Since w �=w+, it then follows from the assumptions of the theorem that w=w−.
Thus we have shown that

limw(x) = w− as x→ −∞.

It follows from (4.11) that w1(0) � ρ1(0) (subscript 1 indicates the first element of
a vector). We select number x0 such that

w1(x0) = ρ1(x0).

Obviously, x0 � 0. We consider the shifted function wb = w(x+ x0). This function
possesses the following properties: it is a solution of system (1.3) on the semi-axis
x < b, wb(x) ∈ [w+, w−], it is monotonically nonincreasing,

limwb(x) = w− as x→ −∞,

and
wb1(0) = ρ1(0).

It follows from the estimate (4.14) that wb′(x) is uniformly bounded with respect
to x � b and b. We shall consider that b → ∞ along some sequence, for example,
b = n (n = 1, 2, . . . ).

Let N > 0 be an arbitrary number. We consider an interval [−N,N ] and select
from the functions wn(x) (for n>N) a convergent subsequence. Such a subsequence
exists in view of the uniform boundedness of wn(x) and its derivatives. We denote
the limit of this sequence by w(x). Function w(x) is monotonically nonincreasing
and is a solution of system (1.3). It satisfies the condition

(4.18) w1(0) = ρ1(0).

We increase N and repeat the preceding construction, except that, as the sequence
to be considered, we select a subsequence of the previous subsequence. The result-
ing function w(x) will then be an extension of the one constructed. Continuing
further in this manner, we obtain a function w(x), defined over the whole axis,
monotonically nonincreasing, satisfying system (1.3) and the condition (4.18). Its
limits at ±∞ are solutions of the system F (w) = 0 (this may be proved as was
done above) and therefore equal to w±. Boundedness of the derivatives follows
from (4.14).

We show that function w(x) is a strictly decreasing function. To do this,
we consider system (4.12), where, in place of u(x, t), we have w(x), with initial
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condition y(x, 0) = −w′(x). Obviously, solutions of this system do not depend on
t. We can write this system in the form:

∂yk
∂t

= ak
∂2yk
∂x2

+ c
∂yk
∂x

+
∂Fk
∂uk

yk +
∑
l �=k

∂Fk
∂ul

yl (k = 1, . . . , n).

The last term on the right-hand side in nonnegative. Therefore, from the theorem
concerning strict positiveness of solutions of parabolic equations (see Chapter 1),
we conclude that yk(x) is either strictly positive or identically zero. However, the
latter is excluded since it would mean that wk(x) = const, which contradicts the
inequality w− > w+. Thus we have shown that w′(x) < 0. Thus the theorem has
been proved for c > ω∗.

Now assume that c = ω∗. Consider the sequence cn ↘ c and the sequence
of solutions w(n)(x) corresponding to it. As was done above, we obtain for these
solutions a uniform estimate of the derivatives. Repeating the preceding reasoning,
we obtain a solution of system (1.3) satisfying conditions (1.4). Strict monotonicity
may be proved, as was done above.

Finally, we consider the case c < ω∗. Suppose that there exists a monotonically
decreasing solution of system (1.3), satisfying conditions (1.4). We denote this
solution by ρ(x). It then follows from (4.4) that ψ∗(ρ) = c. But, by virtue
of (4.5), ψ∗(ρ) � ω∗, which leads to a contradiction. This completes the proof
of the theorem.

Remark. Instead of the requirement in the statement of the theorem that
there be only two points w+ and w− in the interval [w+, w−] where F (w) vanishes,
we could assume that function F (w) vanishes at a finite number of points in the
interval [w+, w−]: w+, w−, w1, . . . , wm, where wk ∈ (w+, w−) and vectors pk � 0
exist such that

(4.19) F ′(wk)pk > 0 (k = 1, . . . ,m).

Similarly, a theorem concerning existence of waves in the bistable case is formulated
(see §3), and a theorem similar to that proved just now could also be formulated
for the monostable case. However, in contrast to the bistable case, this would be
only a formal generalization since the indicated intermediate points cannot exist at
least if the inequality in (4.6) is strict. Let us prove this. Suppose, for definiteness,
that w1 is a point such that there are no other points in the interval (w+, w1) at
which F (w) = 0. By virtue of condition (4.19) we have F (w1 − sp1) < 0 for s
sufficiently small. For some such s we let w(1) = w1 + sp1, so that F (w(1)) < 0
and w(1) ∈ [w+, w−]. Further, we consider s so small that F (w(0)) > 0, where
w(0) =w++sp. We consider the interval [w(0), w(1)] and show that on the boundary
of this interval the vector field F (w) is directed towards its interior. Indeed, on the
part of the boundary belonging to the plane wk = w(0)

k , we have

Fk(w) = Fk(w(0)) +
∑
l �=k

∫
∂

∂wl
Fk(w(0) + s(w − w(0))) ds(wl − w(0)

l ) > 0,

k = 1, . . . , n. Similarly, on the part of the boundary belonging to the plane
wk = w

(1)
k , k = 1, . . . , n, we have Fk(w) < 0. Thus on the boundary of the

interval considered the vector field F (w) is directed towards the interior, and,
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therefore, there must be a point inside of it at which function F (w) vanishes,
thereby contradicting our assumption.

§5. Supplement and bibliographic commentaries

The results of §§1–4 concerning the existence of waves and obtained by the
Leray-Schauder method were published in [Vol 6, 7, 22, 44]. We discuss now briefly
some other approaches to the Leray-Schauder method.

In [Beres 4, Bon 1, Hei 1] the Leray-Schauder method was applied to proving
the existence of solutions on a finite interval, after which the length of the interval
was extended to infinity. As remarked above, certain difficulties associated with
passing to the limit can arise here. The models considered arise in chemical kinetics.
We discuss these problems in Part III. Although there is some difference in the
approach, leading to some difference in the results, in general, they are close to
ours.

In [Gard 2] a monotone system is considered, consisting of two equations,
arising in certain problems from biology. Here, in applying the Leray-Schauder
method, use is made not of a rotation of the vector field, but of the index of a
stationary point, which can be determined by virtue of the Fredholm property
of the corresponding operators (see Chapter 2). In this connection, the author
concentrates on one individual solution and shows that in the homotopy process
there can be no other solutions in some small neighborhood of it. Validity of this
assertion follows from the following consideration. The index of a stationary point,
corresponding to a monotone wave, is equal to 1 for a monotone system. Therefore
two monotone waves cannot come together. Monotone and nonmonotone waves
are uniformly isolated from one another (in the functional sense) and therefore a
nonmonotone wave also cannot fall into a small neighborhood of a monotone wave.

This approach with the separation of monotone and nonmonotone solutions
may be generalized to arbitrary monotone systems, and, in addition, to locally
monotone systems, as presented above. This makes it possible, in applying the
Leray-Schauder method, to obtain a priori estimates, not for all, but only for
monotone solutions. Moreover, the domain along whose boundary a rotation of the
vector field is defined may be constructed so that it does not contain nonmonotone
solutions, and this domain also changes in the homotopy process.

The results for monotone systems presented in §4 were obtained in [Vol 7, 44].
In connection with topological methods for proving the existence of waves,

there is also the method of isolated invariant sets, developed by Conley [Con 1];
this method has received various applications in the study of waves [Car 2, 3,
Con 1, 2, 4–6, Gard 3–5]. We shall not go into detail on this, referring the reader
instead to the aforementioned papers and the book [Smo 1].

Through a study of the trajectories in phase space for the first order system

(5.1) w′ = p, ap′ = −cp− F (w),

resulting from (1.3), a proof has also been given for the existence of wave fronts in
various other models encountered in physics, chemistry, and biology: the system
of equations of combustion [Kan 4], the Belousov-Zhabotinsky reaction [Fie 1,
Gib 1, Troy 2], the Fisher model [Tan 1], the process of polymerization with
crystallization [Vol 33], the model for the propagation of epidemics [Kalen 1], the
model for detonation [Gard 1], and the Lotka-Volterra equations [Dun 1].
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Investigations are also carried out in the phase plane to prove the existence of
pulses : for this purpose it is sufficient to establish the existence of trajectories of
system (5.1) departing and arriving at a stationary point. One of the approaches
consists in applying methods of bifurcation theory. In [Kuz 1] birth of a loop of
a separatrix from a stationary point is shown. More precisely, the following result
was obtained: if system (5.1) depends on two parameters and if, for some of their
values, there is a stationary point with two zero eigenvalues, then there exist for
system (1.3), for close values of the parameters, pulses of small amplitude. It was
possible to establish the existence of pulses without requiring smallness of amplitude
only for certain systems of a particular form (see [Bri 1, Has 2, Kee 1, Rin 4]).
There is also a series of papers in which existence of solutions is established for the
equation for the propagation of nerve impulses, these solutions having the form of
a sequence of individual pulses (see [Eva 5, Fer 3, Has 4]). A characteristic form
is shown in Figure 1.8 of the Introduction.

Existence of waves periodic in space may be proved with the aid of a small
parameter. In this way, waves of small amplitude may be shown to exist, arising
from a stationary point, and also waves close to periodic solutions of the system of
first order ordinary equations

(5.2)
du

dt
= F (u).

An assumption is made here for this system concerning the existence of limit cycles.
The first results in this direction were obtained in [Kop 3]. The existence of waves
of large speed has been shown under the assumption indicated. The gist of the
matter consists in the fact that with the substitution x = −cξ in system (1.3) we
obtain a system

1
c2
a
d2w

dx2
=
dw

dx
+ F (w) = 0

with a small parameter as coefficient of the highest derivative if the speed c is large.
The resulting truncated system (as c → ∞) coincides with (5.2). A similar result
concerning the existence of waves of large speed was obtained in [Con 3] using the
method of isolated invariant sets.

For multi-dimensional stationary waves there are results for scalar equations.
These were pointed out in §6 of Chapter 1. In the case of systems of equations re-
sults were obtained for the corresponding differential-difference equations ([Vol 27]
compare with [Gard 3] for scalar equations). That is, a change-over was made from
the differential terms with respect to the transverse (orthogonal to the cylinder
axis) variables to difference terms. Three cases, A, B, and C, were considered in
connection with the operator equation (1.16) (see the Introduction), and in each of
them questions relating to the existence of waves were investigated. Here use was
made of the results presented in §4 for monotone systems. It was assumed, for the
system (0.1) (see the Introduction), that the monotonicity condition ∂Fi/∂uj � 0
(i �= j) is satisfied, and then the differential-difference system, indicated above, being
considered as one-dimensional (i.e., both the difference terms and nonlinearity were
considered as a source), also turns out to be monotone.

As we have already noted, for periodic waves, one-dimensional and multi-dimen-
sional, basic results concerning existence were obtained using methods of bifurcation
theory (see Part II).



§5. SUPPLEMENT AND BIBLIOGRAPHIC COMMENTARIES 185

In addition to the works mentioned above there are also some other works
devoted to the study of pulses and the periodic waves for various systems of
equations describing the propagation of nerve impulse (see [Bel 3, Erm 3, Ito 1,
Mag 2, Sle 2, Ter 2, Wan 1]). In [Dun 2] the existence of periodic waves is
proved for the “prey-predator” model. A study of the existence of periodic waves
for the diffusion-kinetic system is carried out in [Yan 2].

Under some assumptions it appears to be possible to prove the existence of
waves for the gradient systems:

∂ui
∂t

=
∂2ui
∂x2

+
∂Φ
∂ui

(i = 1, . . . , n),

where Φ(u1, . . . , un) is a given function (see [Rein 1, Ter 3, 4]).
There are also other works devoted to the problem of wave existence [Cag 1,

Deng 1, Doc 2, Esq 1, Frai 1, Ike 1, Li 1, Oli 1, Zhan 1].



CHAPTER 4

Structure of the Spectrum

In various problems of physical interest a question arises concerning structure
of the spectrum of linear elliptic operators. In the present chapter we examine the
qualitative location of the spectrum of elliptic operators acting on functions given
in an unbounded cylinder under general boundary conditions. The need for such a
study arises, for example, in the investigation of stability in a linear approximation
of stationary solutions (both homogeneous as well as nonhomogeneous solutions in
space) and solutions in the form of traveling waves.

Considering, for example, small perturbations u of a wave w(x− ct), traveling
with speed c (see (1.1), Chapter 2), we arrive at linear systems of the form

∂u

∂t
= A

∂2u

∂x2
+ c
∂u

∂x
+ Cu,

where cij are elements of the matrix C, cij = ∂Fi/∂uj|u=w, and the system is
written in coordinates connected with the front of the traveling wave.

In the case of more complex nonlinear systems and many spatial variables we
have to deal with more involved linear problems, and, therefore, in what follows,
we examine the spectrum of general elliptic operators in both one-dimensional and
multi-dimensional cases.

We present the basic results of the chapter first for the case of one spatial
variable and then for the case of many spatial variables.

The linear systems considered here with one spatial variable have the form

∂u

∂t
= A(x)

∂2u

∂x2
+B(x)

∂u

∂x
+ C(x)u,

where A(x), B(x), C(x) are m × m matrices, u(t, x) is a vector-valued function,
and x is a spatial variable, −∞ < x < +∞. As for the matrices A(x), B(x), and
C(x), we assume that they have limits as x→±∞ and that the ellipticity condition
with a parameter is satisfied (see below) for the operator A(x,D) − λ (see (0.1)).

The problem concerning location of the spectrum of the operator

(0.1) A(x,D) ≡ A(x)∂
2u

∂x2
+B(x)

∂u

∂x
+ C(x)u

is solved completely for the case in which coefficients of the operator are independent
of x (such operators are encountered, for example, in studying the stability of a
stationary solution, homogeneous with respect to space). We describe a method

187
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for obtaining the spectrum in case A(x), B(x), and C(x) are independent of x and,
consequently, in place of A(x,D) we can write A(D). In the equation

∂u

∂t
= A(D)u

in place of u we substitute the function exp(λt+ iξx). We obtain

exp(λt+ iξx)(−Aξ2 + iξB + C − λI) = 0.

It turns out that the spectrum of operator A(D) consists of curves λ = λ(ξ)
(−∞ < ξ < +∞) in the complex plane, given by the equation

det(−Aξ2 + iξB + C − λI) = 0.

A more complex problem concerning the spectrum of operator (0.1) arises when
the coefficients of the operator depend on x. In this case we can indicate those
points λ which are points of the continuous spectrum. We consider “operators at
the infinities”, A+(D) and A−(D), which are obtained from operator A(x,D) by
letting x tend towards +∞ and −∞, respectively, in the coefficients. The operators
A+(D) and A−(D) have constant coefficients and we can apply to them the above-
described method of determining the spectrum. It turns out that the continuous
spectrum of operator A(x,D) is determined by the “spectra of the operators at
the infinities”, A+(D) and A−(D). Besides a continuous spectrum the operator
A(x,D) can also have discrete eigenvalues, the qualitative location of which we
shall also study in this chapter.

In the case of many spatial variables x = (x1, . . . , xn), −∞ < xn < +∞,
(x1, . . . , xn−1) ∈ G, where G is a bounded domain in Rn−1, operator A(x,D) has
the form

A(x,D)u =
n∑

k,l=1

Akl(x)
∂2u

∂xk∂x1
+

n∑
k=1

Ak(x)
∂u

∂xk
+A0(x)u, x ∈ Ω = G× R

1;

on the boundary Γ of the cylinder Ω there is given the boundary operator

B(x,D)u =
n∑
k=1

Bk(x)
∂u

∂xk
+B0(x)u, x ∈ ∂Ω = Γ.

Here the coefficients of operators A(x,D) and B(x,D) are m×m matrices, having
limits as xn→±∞; u is a vector-valued function, u= (u1, . . . , um). We assume that
the operator A(x,D)− λ and the boundary operator B(x,D) satisfy the condition
of ellipticity with a parameter (see below).

For such operators, as in the one-dimensional problem, there exists the simpler
case in which coefficients of the operators A(x,D) and B(x,D) do not depend on
xn. The problem concerning the structure of the spectrum is solved in a manner
similar to the one-dimensional case. In the equations

∂u

∂t
= A(x,D)u, B(x,D)u|Γ = 0

in place of u, we substitute the vector-valued function

exp(λt+ iξnxn)v(x1, . . . , xn−1, ξn)

(where ξn is a real parameter). For the vector-valued function v(x1, . . . , xn−1, ξn)
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we have a problem with parameter ξn in the bounded domain G. This is the so-
called problem in a cross-section. The eigenvalues λk (k = 1, 2, . . . ) of the problem
in cross-section are functions of the parameter ξn (−∞ < ξn < +∞). It proves to
be the case that the spectrum of the problem being considered coincides with the
family of curves λ = λk(ξn) (k = 1, 2, . . . ) in the complex λ-plane.

In the general case, when the coefficients of the operators depend on xn, we
shall refer to “problems at the infinities” (the replacement of the coefficients in
operators A(x,D) and B(x,D) by their limits as xn → ±∞). In these problems
the coefficients no longer depend on xn; the structure of the spectrum in this
case is described above. The spectrum of “problems at the infinities” determines
the continuous spectrum of operator A(x,D), subject to the boundary operator
B(x,D).

In our study of the spectrum of operators elliptic with a parameter we have
employed a technique similar to that used in [Agranov 1], and we have also applied
the general results relating to Φ-operators (see [Gokh 1]).

This chapter consists of five sections. In §1 we give some definitions and propo-
sitions; in §2 we examine the spectrum of operators with coefficients independent
of xn; in §3 we consider the general case; in §4 the results obtained are illustrated
by means of examples and some of their applications are pointed out. In §§2 and
3, for brevity of exposition, we confine the discussion to dimensionality n greater
than one of the spatial variables. In case n = 1 the boundary conditions are absent
and the discussion is simplified. All the results remain valid (see also [Hen 1]). §5
treats the spectrum for the case of monotone systems.

The main results of this chapter have appeared in [Vol 6, 7, 10, 12, 43, 45].

§1. Elliptic problems with a parameter

We present here some well-known definitions and facts needed for the sequel.
By the space H l(Rn) (l � 0) we mean the closure of the space C∞

0 (Rn) of
infinitely-smooth finite functions, given in the space Rn, according to the norm

‖u‖l = ‖u‖Hl(Rn) =
(∫

Rn

(1 + |ξ|2l)|Fx→ξu|2 dξ
)1/2

,

where

Fx→ξu =
∫

Rn

u(x) exp(−i(x, ξ)) dx

is the Fourier transform of function u(x). For integral l this norm is equivalent to

( ∑
|α|�l

∫
Rn

|Dαu|2 dx
)1/2

,

where α is a multi-index, α = (α1, . . . , αn), |α| = α1 + · · ·+ αn, Dα = Dα1
1 × · · · ×

Dαn
n , and Dj is the operator of differentiation with respect to the jth variable xj .
We denote by R

n
+ the half-space in R

n, defined by the inequality xn � 0. Let
Ω be a domain in Rn. Then for integral l � 0 the spaces H l(Rn+) (correspondingly,
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H l(Ω)) are defined as the completion of the space of restrictions on Rn+ (corre-
spondingly, on Ω) of functions from C∞

0 (Rn) according to the norm

‖u‖l =
( ∑

|α|�l

∫
|Dαu|2 dx

)1/2

,

where the integral is taken over Rn+ (correspondingly, over Ω).
For functions u ∈ H l(Rn+), l � 1, the boundary value (trace) of function u is

defined on the hyperplane xn = 0 and

(1.1) ‖u‖′l−1/2 � c‖u‖l,

where ‖u‖l is the norm of the space H l(Rn+) and the prime indicates that the norm
‖u‖′l−1/2 is taken over the hyperplane xn = 0. The concept of the trace of function
u(x) ∈ H l(Ω), l � 1, integral, is defined with the aid of a local rectification of
boundary ∂Ω, and we have the inequality (1.1), where the norms are taken over Ω
and ∂Ω.

For the spaces H l(Rn), H l(Rn+), H
l(Ω) we introduce yet another norm con-

nected with the complex vector parameter q (see [Agranov 1]):

‖u‖l,q = (‖u‖2l + |q|2l‖u‖20)1/2,

where |q| is the norm of vector q. Then for the trace of function u we have the
inequality

(1.2) ‖u‖′l−1/2,q � c‖u‖l,q.

We have the interpolational inequality

(1.3) ‖u‖2l,q �
l∑
k=0

|q|2k‖u‖2l−k � c‖u‖2l,q.

In domain Ω ⊂ R
n let us assume there is given a differential operator A of the

second order, and on the boundary ∂Ω, a differential operator B of the first order
(∂Ω is assumed sufficiently smooth):

Au ≡ A(x,D, λ)u =
n∑

k,l=1

Akl(x)
∂2u

∂xk∂xl
+

n∑
k=1

Ak(x)
∂u

∂xk
+ A0(x)u − λu,

Bu ≡ B(x,D)u =
n∑
k=1

Bk(x)
∂u

∂xk
+B0(x)u, x ∈ ∂Ω.

The coefficients of operators A and B are sufficiently smooth m×m matrices. (We
shall assume, for simplicity, that they are given over all of Rn.)

We define, following [Agranov 1], the concept of ellipticity with a parameter
λ for a pair of operators A and B, λ ∈ K, where K is a closed cone in the complex
plane. (In processing, we shall write (A,B), having in mind that we are given
operator A, acting on functions defined in a domain, and a boundary operator B.)

A pair of operators (A,B) is said to be elliptic with a parameter λ ∈ K if the
following Conditions I and II are satisfied.
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Condition I.

det
( n∑
k,l=1

Akl(x)ξkξl + λI
)
�= 0

for arbitrary
ξ = (ξ1, . . . , ξn) ∈ R

n, λ ∈ K, x ∈ Ω

such that
|ξ|+ |λ| �= 0.

Let the boundary ∂Ω of domain Ω be covered by a number of balls Si in such
a way that in each ball Si there is given a smooth transformation of coordinates
y = y(x), effecting a local diffeomorphism Si ∩ Ω in Rn+ (yn � 0), where Si ∩ ∂Ω
goes over into the hyperplane yn = 0. Condition II is formulated at each point x0 of
the boundary ∂Ω. Suppose for definiteness that x0 lies in the ball Si. We consider
the pair of operators (A0, B0):

A0u ≡ A0(x,D, λ)u =
n∑

k,l=1

Akl(x)
∂2u

∂xk∂xl
− λu,

B0u ≡ B0(x,D)u =
n∑
k=1

Bk(x)
∂u

∂xk
.

We shall assume that the pair of operators (A0, B0), described in local coordi-
nates y, has the form

(A0, B0) = (A0(y,D, λ), B0(y,D)).

On the half-plane yn > 0 we consider the problem

A0(y(x0), iξ′, d/dyn, λ)v = 0,(1.4)

B0(y(x0), iξ′, d/dyn)v|yn=0 = h,(1.5)

the operators in which are obtained from (A0, B0) by a Fourier transformation with
respect to y′ ∈ Rn−1, y′ → ξ′, with constant coefficients taken at the point y(x0).

Condition II. For arbitrary λ ∈ K, ξ′ ∈ Rn−1, such that |λ| + |ξ′| �= 0,
problem (1.4), (1.5) has one and only one solution in the space of stable solutions
of equation (1.4) for arbitrary right-hand sides h.

In what follows we shall also use the concept of ellipticity with respect to several
parameters, a concept which is defined similarly.

We recall the definition of a Φ-operator (see [Gokh 1]). Operator L : E1 → E2

(E1 and E2 are Banach spaces) is called a Φ-operator if it is closed, normally solved,
and has finite d-characteristics (i.e., a finite-dimensional kernel and cokernel).

Let operator L depend on a complex parameter λ, L = L(λ). Then λ0 is said
to be a Φ-point of operator L(λ) if operator L(λ0) is a Φ-operator.

We have the following theorem.

Theorem 1.1. The set of Φ-points of operator L(λ) is open and, consequently,
is the union of a finite or countable number of connected components. Inside each
connected component the index of operator L(λ) maintains a constant value. The
dimensionality αL(λ) of the kernel of operator L(λ) also maintains a constant value
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α, with the possible exception of a set of isolated points λj, where αL(λj) > α
(see [Gokh 1]).

§2. Continuous spectrum

In this section we consider problems of a special type in the cylinder Ω=G×R1,
where G is a bounded domain in Rn−1, in which the coefficients of the operators
do not depend on xn. (For x ∈ Ω we use the notation x = (x′, xn), where x′ ∈ G,
xn ∈ R1.)

We consider the problem

Au = f, x ∈ Ω,(2.1)

Bu|Γ = g, x ∈ Γ = ∂Ω,(2.2)

where

Au ≡ A(x′, D, λ)u

=
n∑

k,l=1

Akl(x′)
∂2u

∂xk∂xl
+

n∑
k=1

Ak(x′)
∂u

∂xk
+A0(x′)u − λu,

(2.3)

Bu ≡ B(x′, D)u =
n∑
k=1

Bk(x′)
∂u

∂xk
+B0(x′)u,(2.4)

f ∈ H l−2(Ω), g ∈ H l−3/2(Γ), and we seek u from H l(Ω) (l is an integer, l � 2).
Coefficients of the operators are sufficiently smooth m×m matrices, u is a vector-
valued function, u = (u1, . . . , um).

Problem (2.1), (2.2) is assumed to be elliptic with parameter λ ∈ K (K is
a closed cone in the complex plane C). Along with the problem (2.1), (2.2) we
consider a problem in domain G, which is obtained by means of a formal Fourier
transform with respect to xn, xn → ξn, of the operators (2.3), (2.4),

Ãv(x′, ξn) = 0, x′ ∈ G,(2.5)

B̃v(x′, ξn) = 0, x′ ∈ ∂G,(2.6)

where

Ãv ≡ Ã(x′, iξn, D′, λ)v

=
n−1∑
k,l=1

Akl(x′)
∂2v

∂xk∂xl
+
n−1∑
k=1

Ak(x′, ξn)
∂v

∂xk
+A0(x′, ξn)v − λv,

Ak(x′, ξn) = 2Akn(x′)iξn +Ak(x′),

A0(x′, ξn) = −Ann(x′)ξ2n +An(x′)iξn +A0(x′),

B̃v ≡ B̃(x′, iξn, D′)v =
n−1∑
k=1

Bk(x′)
∂v

∂xk
+B0(x′, ξn)v,

B0(x′, ξn) = Bn(x′)iξn +B0(x′).

We assume that the local coordinates for rectification of the boundary of
cylinder Ω are chosen so that yn is directed along the axis of the cylinder. We then
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have the following propositions from the condition of ellipticity with parameter λ
of problem (2.1), (2.2).

Proposition A. Problem (2.5), (2.6) is elliptic with parameter ξn ∈ R1 for
arbitrary fixed λ ∈ C.

This means that Conditions I and II are satisfied for operators (A0, B0), where

A0v =
n−1∑
k,l=1

Akl(x′)
∂2v

∂xk∂xl
−Ann(x′)ξ2nv,

B0v =
n−1∑
k=1

Bk(x′)
∂v

∂xk
+Bn(x′)iξnv.

Proposition B. Problem (2.5), (2.6) is elliptic with parameter (λ, ξn) for
λ ∈ K, ξ ∈ R1, i.e., as (A0, B0) we take

A0v =
n−1∑
k,l=1

Akl(x′)
∂2v

∂xk∂xl
−Ann(x′)ξ2nv − λv,

B0v =
n−1∑
k=1

Bk(x′)
∂v

∂xk
+Bn(x′)iξnv.

Theorem 2.1. Assume that for some λ ∈ C and for all ξn ∈ R1 problem (2.5),
(2.6) has only the zero solution. Then

1) for this λ problem (2.1), (2.2) is uniquely solvable for arbitrary f ∈H l−2(Ω),
g ∈ H l−3/2(Γ);

2) if λ ∈ K and |λ| is sufficiently large, then we have the following a priori
estimate for solution u of problem (2.1), (2.2):

‖u‖l,λ � c(‖f‖l−2,λ + ‖g‖′l−3/2,λ)

(in contrast to the definition given in §1, here and in the sequel for λ ∈ K,
h ∈ H l, ‖h‖l,λ = ‖h‖l + |λ|1/2‖h‖0).

Proof. We consider the problem

Ãv(x′, ξn) = f̃(x′, ξn), x′ ∈ G,(2.7)

B̃v(x′, ξn) = g̃(x′, ξn), x′ ∈ ∂G,(2.8)

where f̃(x′, ξn) and g̃(x′, ξn) are the Fourier transforms of the right-hand sides
f(x′, xn) and g(x′, xn) of problem (2.1), (2.2) with respect to xn, xn→ ξn. Functions
f̃(x′, ξn) and g̃(x′, ξn) belong to the spaces H l−2(G) and H l−3/2(∂G), respectively,
for almost all ξn ∈ R1. Problem (2.7), (2.8) will be considered specifically for these
values of ξn. By virtue of Proposition A the index of problem (2.5), (2.6) is equal to
zero, and the unique solvability of problem (2.7), (2.8) follows from the conditions
of the theorem.
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We show that for almost all x′ ∈ G the inverse Fourier transform exists for
function v(x′, ξn), the solution of problem (2.7), (2.8). For |ξn| > M , and M
sufficiently large, we have, in view of Proposition A, the estimate (see [Agranov 1])

|ξ|2l‖v‖20 � c(‖f̃‖2l−2,ξn + ‖g̃‖′2l−3/2,ξn
),

where the norms are taken over G and ∂G. From this we have∫
|ξn|>M

|ξn|2l‖v‖20 dξn < +∞,
∫
|ξn|>M

∫
G

|ξn|2l|v(x′, ξn)|2 dx′ dξn < +∞.

Consequently, for almost all x′ ∈ G,

∫
|ξn|>M

|ξn|2l|v(x′, ξn)|2 dξn < +∞.

In addition, as is readily seen,

∫ M

−M
|ξn|2l|v(x′, ξn)|2 dξn < +∞

for almost all x′ ∈ G. Therefore∫ ∞

−∞
|ξn|2l|v(x′, ξn)|2 dξn < +∞

and for almost all x′ ∈ G there exists u(x′, xn) = F−1
ξn→xn

v(x′, ξn).
We show that u so determined belongs to H l(Ω). Indeed,

‖u‖2l =
∫

G×R1

∑
|α|�l

|Dαu|2 dx =
∫
G

dx′
∫
R1

∑
|α|�l

|Dαu|2 dxn

=
∫
G

dx′
∫
R1

∑
|β|+k�l

|Dβx′ξknv(x′, ξn)|2 dxn

=
∫
R1

dξn
∑

|β|+k�l
|ξn|2k

∫
G

|Dβx′v(x′, ξn)|2 dx′

=
∫
R1

∑
k�l
|ξn|2k‖v(x′, ξn)‖2l−k dξn � c

∫
R1

‖v‖2l,ξn dξn < +∞.

Thus u ∈ H l(Ω) and by a simple substitution we verify that u(x′, xn) is a
solution of problem (2.1), (2.2).
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We now prove the second assertion of the theorem. Using the a priori estimate
for large |λ|, λ ∈ K, and almost all ξn ∈ R1,

‖v‖l,(ξn,λ) � c(‖f̃‖2l−2,(ξn,λ)
+ ‖g̃‖2l−3/2,(ξn,λ)

),

which follows from Proposition B (see [Agranov 1]) (the norms are taken over G
and ∂G), we have

‖u‖2l,λ � 2(‖u‖2l + |λ|l‖u‖20) = 2
∫

G×R1

( ∑
|α|�l

|Dαu|2 + |λ|l|u|2
)
dx

= 2
∫
G

dx′
∫
R1

( ∑
|α|�l

|Fxn→ξnD
αu|2 + |λ|l|Fxn→ξnu|2

)
dξn

= 2
∫
R1

dξn

( ∑
|β|+k�l

|ξn|2k
∫
G

|Dβx′v(x′, ξn)|2 dx′ + |λ|l
∫
G

|v(x′, ξn)|2 dx′
)

� c1
∫
R1

‖v‖2l,(ξn,λ)dξn � c2
∫
R1

(‖f̃‖2l−2,(ξn,λ)
+ ‖g̃‖′l−3/2,(ξn,λ)

) dξn

� c(‖f‖2l−2,λ + ‖g‖′2l−3/2,λ).

Thus we have proved the assertions of Theorem 1.

We introduce set Λ, the set of eigenvalues of problem (2.5), (2.6) for all possible
ξn ∈ R

1:

Λ = {λ ∈ C, λ = λ(ξn),−∞ < ξn < +∞}.

It follows from Theorem 2.1 that points λ of the complex plane not belonging
to Λ are regular points of problem (2.1), (2.2).

We show that an arbitrary point λ, belonging to Λ, is not a regular point of
problem (2.1), (2.2) (moreover, it is not a Φ-point).

Lemma 2.1. Let the point λ be an eigenvalue of problem (2.5), (2.6) for some
ξn. Then there exists a function ω(x′) ∈ H l−2(G), ω �≡ 0, and a functional
ϕ ∈ (H l−3/2(∂G))∗, such that for an arbitrary function v(x′) ∈ H l(G), we have
the equality ∫

G

(ω(x′), Ã(x′, iξn, D′, λ)v) dx′ + ϕ(B̃(x′, iξn, D′)v) = 0.

Proof. The pair of operators (Ã, B̃), considered as an operator acting from
H l(G) into H l−2(G) × H l−3/2(∂G), is a normally solvable operator and has zero
index. Therefore there exists a functional ψ ∈ (H l−2(G)×H l−3/2(∂G))∗ such that
ψ{(Ã, B̃)v} = 0 for all v ∈H l(G). It is easy to see that ψ has the form ψ = {ω, ϕ},
where ω ∈ H l−2(G) and ϕ ∈ (H l−3/2(∂G))∗, and ψ(f, g) =

∫
G
(ω, f) dx′ + ϕ(g),

where f = Ãv, g = B̃v.
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Lemma 2.2. Let ω and ϕ be the same as in the preceding lemma. Then for an
arbitrary function u ∈ H l(Ω), with a finite support (equal to zero for |xn| > R), we
have the equality∫

Ω

(ω(x′) exp(iξnxn), A(x′, D, λ)u) dx+
∫

R

exp(−iξnxn)ϕ(B(x′, D)u) dxn = 0.

Proof. Let ∆(x) = B(x′, D)u(x). We show that the function ϕ(∆(x)) is
continuous with respect to xn for smooth u(x) satisfying the condition of the lemma.

We have (‖ϕ‖ is the norm of ϕ in the space (H l−3/2(∂G))∗)

|ϕ(∆(·, xn))− ϕ(∆(·, xn))| � ‖ϕ‖‖∆(·, xn)−∆(·, xn)‖′l−3/2

� c‖∆(·, xn)−∆(·, xn)‖l−1 → 0 as xn → xn,

since the coefficients of operator B are assumed to be sufficiently smooth.
For smooth u we have∫
Ω

(ω(x′) exp(iξnxn), A(x′, D, λ)u) dx =
∫
Ω

(ω(x′), Ã(x′, iξn, D′, λ)v) dx′,

where

v(x′, ξn) =
∫
R1

exp(−iξnxn)u(x′, xn) dxn.

Since function ∆(x) can be integrated with respect to xn, then∫
R1

exp(−iξnxn)ϕ(B(x′, D)u) dxn

= ϕ
(∫

R1

exp(−iξnxn)B(x′, D)u dxn

)
= ϕ(B̃(x′, iξn, D′)v),

from which we conclude that the lemma is valid in the case of smooth functions u.
For nonsmooth u ∈H l(Ω) the lemma may be proved by a passage to the limit.

Theorem 2.2. Let λ be an eigenvalue of problem (2.5), (2.6). Then there exists
a function ω(x′) ∈ H l−2(G), ω �≡ 0, such that for solvability of the problem

A(x′, D, λ)u = f,(2.9)

B(x′, D)u|∂Ω = 0(2.10)

in the space H l(Ω) (u ∈ H l(Ω)), where the right-hand sides f are summable,
f ∈ L1(Ω), it is necessary that

(2.11)
∫
Ω

(ω(x′) exp(iξnxn), f(x)) dx = 0.

Proof. Let u ∈ H l(Ω) be a solution of problem (2.9), (2.10). We introduce
function ωR(xn) (R > 0) possessing the following properties: ωR(xn) ∈ C∞

0 (R1),
ωR(xn) = 1 for |xn| < R, ωR(xn) = 0 for |xn| > R+1, 0 � ωR(xn) � 1 for arbitrary
xn ∈ R1.
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Let uR(x) = u(x)ωR(xn). Then by virtue of the preceding lemma

(2.12)

∫
Ω

(ω(x′) exp(iξnxn), A(x′, D, λ)uR(x)) dx

+
∫

R1
exp(−iξnxn)ϕ(B(x′, D)uR(x′, xn)) dxn = 0.

In this equation we let R→ +∞.
Let

ΩR = Ω ∩ {x : |xn| � R} and GR = Ω ∩ {x : R < |xn| < R + 1}.

Then
I(Ω) ≡

∫
Ω

(ω(x′) exp(iξnxn), A(x′, D, λ)uR(x)) dx = I(ΩR) + I(GR),

where I(ΩR) and I(GR) are integrals of the same integrand as I(Ω), but taken over
the sets ΩR and GR, respectively. We have

I(ΩR) =
∫
ΩR

(ω(x′) exp(iξnxn), f(x)) dx; I(GR) −−−−→
R→∞

0.

Therefore
I(ΩR) −−−−→

R→∞

∫
Ω

(ω(x′) exp(iξnxn), f(x)) dx.

Further, it follows from (2.10) that B(x′, D)uR = 0 for |xn| < R. Therefore∣∣∣∣ ∫
R1

exp(−iξnxn)ϕ(B(x′, D)uR(x′, xn)) dxn

∣∣∣∣
=
∣∣∣∣ ∫
R�|xn|�R+1

exp(−iξnxn)ϕ(B(x′, D)uR(x′, xn)) dxn

∣∣∣∣
� ‖ϕ‖

∫
R�|xn|�R+1

‖B(x′, D)uR(x′, xn)‖′Hl−3/2(∂G)dxn

� c
∫

R�|xn|�R+1

‖B(x′, D)uR(x′, xn)‖l−1dxn −−−−→
R→∞

0.

Thus, compelling the passage to the limit in (2.12), we obtain (2.11).

Corollary 1. If point λ is an eigenvalue of problem (2.5), (2.6) for some ξn,
then λ is a point of the spectrum of problem (2.1), (2.2).

Proof. It is sufficient to show that there exists a function f(x) ∈ L1(Ω) ∩
H l−2(Ω) such that (2.11) is not satisfied. Indeed if (2.11) were to be satisfied for all
smooth functions f having compact support (and they belong to L1(Ω)∩H l−2(Ω)),
we would then have ω(x′) ≡ 0, which contradicts the condition of Theorem 2.2.

Corollary 2. If point λ is an eigenvalue of problem (2.5), (2.6) for some ξn,
then λ is not a Φ-point of the pair of operators (2.3), (2.4).

Proof. Suppose the assertion of the corollary is not true and λ is a Φ-point
of the pair of operators (2.3), (2.4). Then there exists a finite number p of linearly
independent functions v1, . . . , vp, belonging toH l−2(Ω) and such that for solvability
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of problem (2.1), (2.2) with right-hand side f and zero boundary conditions it is
necessary and sufficient that (f, vi)Hl−2(Ω) = 0 (i = 1, . . . , p). We arrive at a
contradiction upon constructing f ∈ L1(Ω) ∩ H l−2(Ω) such that it is orthogonal
to all the vi (i = 1, . . . , p), but with (2.11) not satisfied. Indeed, we can select
an interval [−R,R] such that the functions vi (i = 1, . . . , p), considered on the set
G× [−R,R], are linearly independent and ω(x′) exp(iξnxn) cannot be represented
on G× [−R,R] as a linear combination of them. Therefore there exists a function
f ∈ H l−2(G× [−R,R]) such that

(f, vi)Hl−2(G×[−R,R]) = 0 (i = 1, . . . , p);

but ∫
G×[−R,R]

(ω(x′) exp(iξnxn), f) dx �= 0.

Moreover, f can be selected to have a finite support G× [−R,R]. Continuing f by
zero onto the whole cylinder Ω, we obtain a function f orthogonal to vi, i= 1, . . . , p,
but for which (2.11) is not satisfied. The resulting contradiction establishes the
corollary.

Theorem 2.3. The spectrum of problem (2.1), (2.2) is the set of the eigenvalues
of problem (2.5), (2.6) for all possible ξn ∈ R1. Points λ ∈ Λ are not Φ-points of
the operator (2.3), (2.4).

§3. Structure of the spectrum

In this section we study the spectrum of operator θ=(A,B), acting on functions
u(x), given in the cylinder Ω = G× R1,

θ : H l(Ω)→ H l−2(Ω)×H l−3/2(∂Ω).

Here A is a second order differential operator with matrix coefficients

(3.1)
Au ≡ A(x,D, λ)u =

n∑
k,l=1

Akl(x)
∂2u

∂xk∂xl
+

n∑
k=1

Ak(x)
∂u

∂xk
+A0(x)u − λu,

x ∈ Ω, u(x) ∈ H l(Ω), A : H l(Ω)→ H l−2(Ω),

and B is a boundary differential operator with matrix coefficients

(3.2)
Bu ≡ B(x,D)u =

n∑
k=1

Bk(x)
∂u

∂xk
+B0(x)u,

x ∈ ∂Ω = Γ, B : H l(Ω)→ H l−3/2(∂Ω).

Coefficients of the operators are sufficiently smooth m × m matrices having
limits as xn → ±∞. We denote these limits by the signs “+” (limit as xn → +∞)
and “−” (limit as xn → −∞), placed above. For example,

A+
kl(x

′) = lim
xn→+∞

Akl(x); A−
kl(x

′) = lim
xn→−∞

Akl(x).

We denote by θ+ and θ− the operators obtained by replacement of the coefficients
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in θ by their limits as xn → +∞ and xn → −∞, respectively. For example,
θ+ = (A+, B+), where

A+u ≡ A+(x′, D, λ)u

=
n∑

k,l=1

A+
kl(x

′)
∂2u

∂xk∂xl
+

n∑
k=1

A+
k (x

′)
∂u

∂xk
+A+

0 (x
′)u− λu,(3.3)

B+u ≡ B+(x′, D)u =
n∑
k=1

B+
k (x

′)
∂u

∂xk
+B+

0 (x
′)u.(3.4)

We assume that the coefficients of operators A and B and their derivatives to
order l− 2 converge to their limits as xn →±∞, uniformly with respect to x′ ∈ G.

We require that operators θ, θ+, and θ− be elliptic with parameter λ ∈K ⊂ C,
where K is a closed cone in C.

To study the spectrum of operator θ we need the following lemmas.

Lemma 3.1. In the space H l(Rn) we consider the operator K of multiplication
by function k(x) (k(x) has a compact support and has continuous derivatives to
order l+α inclusive; α is an arbitrary integer greater than n/2). Then K = E+T ,
where T is completely continuous and E is bounded,

||E||Hl(Rn)→Hl(Rn) � C sup
x∈Rn

|k(x)|,

where C does not depend on k(x).

Proof. Let v(x) = k(x)u(x). Then

ṽ(ξ) =
∫
k̃(ξ − η)ũ(η)dη,

where “ ˜ ” denotes Fourier transform, and the integral is taken over R
n. We have

(1 + |ξ|l)ṽ(ξ) =
∫
(1 + |η|l)k̃(ξ − η)ũ(η)dη

+
∫
(|ξ|l − |η|l)k̃(ξ − η)ũ(η)dη, v(x) = E1u+ T1u,

where

E1u = F−1
ξ→x

(
1

(1 + |ξ|l)

∫
(1 + |η|l)k̃(ξ − η)ũ(η)dη

)
,

T1u = F−1
ξ→x

(
1

(1 + |ξ|l)

∫
(|ξ|l − |η|l)k̃(ξ − η)ũ(η)dη

)
.

We estimate the norm of E1 in H l(Rn). Let

ω = F−1[(1 + |η|l)ũ(η)].
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We have

‖E1u‖2l =
∫
(1 + |ξ|2l)|FE1u|2dξ

=
∫

1 + |ξ|2l
(1 + |ξ|l)2 |

∫
(1 + |η|l)k̃(ξ − η)ũ(η)dη|2dξ

�
∫
dξ|
∫
k̃(ξ − η)ω̃(η)dη|2 =

∫
|ωk|2dx

� sup
x∈Rn

|k(x)|2
∫
(1 + |η|l)2|ũ(η)|2dη � sup

x∈Rn

2|k(x)|2‖u‖2l .

From this it follows that

‖E1‖Hl(Rn)→Hl(Rn) �
√
2 sup
x∈Rn

|k(x)|.

We show that ‖T1u‖l � c‖u‖l−1:

‖T1u‖2l =
∫

1 + |ξ|2l
(1 + |ξ|l)2

∣∣∣∣ ∫ (|ξ|l − |η|l)k̃(ξ − η)ũ(η)dη
∣∣∣∣2dξ

�
∫ ∣∣∣∣ ∫ (|ξ|l − |η|l)k̃(ξ − η)ũ(η)dη

∣∣∣∣2dξ
=
∫ ∣∣∣∣ ∫ (|ξ|l − |ξ − τ |l)k̃(τ)ũ(ξ − τ)dτ

∣∣∣∣2dξ
=
∫ ∣∣∣∣ ∫ 1

1 + |τ |α (1 + |τ |
α)(|ξ|l − |ξ − τ |l)k̃(τ)ũ(ξ − τ)dτ

∣∣∣∣2dξ
�
∫

dτ

(1 + |τ |α)2
∫
dξ

∫
(1 + |τ |α)2||ξ|l − |ξ − τ |l|2|k̃(τ)|2|ũ(ξ − τ)|2dτ

� c1
∫∫

(1 + |τ |α)2||ξ|l − |ξ − τ |l|2|k̃(τ)|2|ũ(ξ − τ)|2dξdτ

� c1
∫∫

(1 + |τ |α)2||η + τ |l − |η|l|2|k̃(τ)|2|ũ(η)|2dηdτ

� c2
∫∫

(1 + |η|2l−2)|ũ(η)|2(1 + |τ |2α+2l)|k̃(τ)|2dηdτ

= c2‖k‖2l+α‖u‖2l−1 = c
2‖u‖2l−1.

Let S be an operator of multiplication in H l(Rn) on a smooth function s(x)
with a compact support, equal to 1 in a neighborhood of the support of function
k(x). Then K = KS = E + T , where E = E1S, T = T1S.

We show that the operators E and T satisfy the conditions of the lemma.
Indeed,

‖E‖ = ‖E1S‖ � c1‖E1‖ � c sup
x∈Rn

|k(x)|.

Assume now that {um},m = 1, 2, . . . , is bounded in H l(Rn). Then Sum is
also bounded in H l(Rn) and RSum is bounded in H l(Ω) (R is an operator of
restriction, R : H l(Rn) → H l(Ω), where Ω is a bounded domain containing the
support of s(x)). Hence ther exists a subsequence {uk} of the sequence {um}
such that RSuk converges in the space H l−1(Ω); consequently, LRSuk converges
in H l−1(Rn) (here L is an operator of continuation, L : H l(Ω) → H l(Rn), such
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that for function ϕ(x), suppϕ ⊂ supp s, we have LRϕ = ϕ). Then T1LRSuk
converges in H l(Rn), but T1LRSuk = Tuk. Thus, for an arbitrary sequence {um},
bounded in H l(Rn), we can select a subsequence {uk}, such that {Tuk} converges
in H l(Rn); consequently, T is completely continuous. This completes the proof of
the lemma.

Lemma 3.2. In the space H l(Rn+) we consider the operator K of multiplication
by function k(x) (k(x) has a compact support and has continuous derivatives to
order l+α inclusive; α is an arbitrary integer greater than n/2). Then K = E+T ,
where T is completely continuous and E is bounded,

‖E‖Hl(Rn
+)→Hl(Rn

+)
� c sup

x∈R
n
+

|k(x)|.

Proof. Let L be an operator of continuation of functions from H l(Rn+) into
functions from H l(Rn). Let K1 be the operator of multiplication by function
k1(x) = Lk(x), acting in H l(Rn). It follows from the form of operator L that
k1(x) satisfies the conditions of Lemma 3.1 and

sup
x∈Rn

|k1(x)| = sup
x∈R

n
+

|k(x)|.

Therefore, by virtue of the preceding lemma, K1Lu=ELu+TLu, where operators
E and T were defined in Lemma 3.1. We have RK1Lu=RELu+RTLu, where R is
an operator of restriction, R : H l(Rn)→H l(Rn+); but RK1Lu =Ku; consequently,
Ku = Eu + Tu, where E = REL and T = RTL satisfy the conditions of the
lemma.

We proceed now to a study of the spectrum of operator θ. We denote the
spectrum of operator θ+ by Λ+ and of θ− by Λ−. (Structure of the sets Λ+ and Λ−
are described in the preceding section.) Let Λ = Λ+ ∪Λ−, and let us denote by K,
as we did above, the cone appearing in the definition of ellipticity with parameter
λ of operator θ+. We then have the following theorem.

Theorem 3.1. Operator θ is a Φ-operator for λ ∈ K/Λ.

Proof. We cover cylinder Ω by a system of domains {Ων} (ν = 1, . . . , N) such
that Ω1 = G × (−∞,−M),ΩN = G × (M,+∞) (M is a sufficiently large positive
number). The domains Ων , ν = 2, . . . , N − 1, are balls, they cover G × [−M,M ],
and are sufficiently small (the precise meaning of smallness of Ων , ν = 2, . . . , N − 1,
and of the size of M will be given below). In addition, we require that if Ων ∩ Γ �=
0 (ν = 2, . . . , N − 1), then Ων will lie entirely in some Si and the center of Ων
will lie on Γ (Si is a system of balls, covering the boundary Γ, in which locally
diffeomorphic coordinate transformations y = y(Sl, x), rectifying the boundary, are
given (see §1)).

In cylinder Ω we construct an infinitely smooth partition of unity {ϕν}, ν =
1, . . . , N,

∑n
ν=1 ϕν(x) = 1 for x∈Ω, subject to the covering {Ων}. Also we introduce

functions ψν(x), x ∈ Ω, such that ψν(x) = 1 for x lying in a neighborhood of Ων ,
and ψν(x) = 0 outside of some larger neighborhood. Then Dα(ϕνψν) = Dαϕν and

(3.5) θu =
N∑
ν=1

ϕνθ(ψνu).
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This sum consists of terms of three types: terms with ν = 1 or ν = N , terms
such that Ων ∩ Γ �= 0, and terms for which Ων ∩ Γ = 0. In the terms of the second
type we go over to local coordinates, rectifying the boundary in the limits of Si.
In terms of the third type we identify θ with A(x,D, λ) (since Bψνu|r = 0) and
by means of the local coordinates we designate the initial coordinates x. In terms
of the first type we also designate the initial coordinates x by means of the local
coordinates. (In what follows, we assume that the right-hand side of (3.5) is written
in local coordinates, denoted, for simplicity, throughout by x.)

We now construct the operators θν . Coefficients of these operators coincide
with coefficients of operator θ in some neighborhood of the support of function ψν
(undertstood as a set in Rn,Rn+, or the cylinder, depending on the type of term)
and are constant outside of some larger neighborhood:

(3.6) θν = αν(x)θ + [1− αν(x)]θ(xν ).

Here for ν = 2, . . . , N − 1 the function αν(x) is smooth, with compact support, and
equal to one in a neighborhood of the support of function ψν ; θ(xν) is an operator,
which is obtained from θ by taking its coefficients at the point xν (xν belongs to the
support of function ϕν(x) and is taken on the image of Γ ∩ Si, if this intersection
is not empty). Thus, depending on the typed of term, θν : H l(Rn)→ H l−2(Rn) or
θν : H l(Rn+) → H l−2(Rn+) ×H l−3/2(Rn−1). For ν = 1 or N the function αν(x) is
given in cylinder Ω, is equal to one in a neighborhood of the support of ψν(x), and
is equal to zero outside of some larger neighborhood. By θ(xν) we mean θ+ (for
ν = N) or θ− (for ν = 1). Thus θν(Ω)→ H l−2(Ω)×H l−3/2(Γ).

By virtue of the definition of operators θν we have the equality

(3.7) ϕνθ(ψνu) = ϕνθν(ψνu).

We denote by θν0 the principal part of operator θν : for ν = 1 or N, θν0 = θν ; for
ν = 2, . . . , N − 1 the principal part θν0 consists of the sum of those terms of operator
θν , which contain the highest derivatives (second derivatives in the operator acting
in Rn or Rn+, and first derivatives in the boundary operator) and the parameter
λ.

Lemma 3.3. For arbitrary λ ∈ K/Λ the number M in the covering {Ων} (ν =
1, . . . , N) can be chosen so large, and the balls {Ων} (ν = 2, . . . , N − 1) so small
that the operators θν0 (ν = 1, . . . , N) have left and right regularizers.

Proof. Let ν = 1. Then

Rνθν0 = Rναν(x)[θν0 − θ−] + I = Eν + I,

where Rν is inverse to θ− (existing, since λ /∈ Λ−). Number M can be chosen so
large that operator Eν is small. Consequently, operator θ10 is uniquely invertible.
Invertibility of operator θN0 may be proved in a similar way.

Let ν = 2, . . . , N − 1 and let Rν be the left inverse to operator θν0 (xν) (existing
by virtue of ellipticity with parameter of operator θ, see [Agranov 1]). We can
then construct a left regularizer for θν0 . Indeed,

Rνθν0 = Rναν(x)[θν0 − θν0 (xν)] + I = Eν + Tν + I,

where Tν is completely continuous by virtue of lemmas concerning multiplication
by a function with a compact support, and, for Ων sufficiently small, ‖Eν‖ < 1/2.
Similarly, we can establish the presence of a right regularizer for the operator θν0 .
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A method for constructing the covering {Ων} (ν = 1, . . . , N) follows from this
lemma. It is constructed so that the operators θν0 have regularizers.

Let us continue the proof of the theorem. By (3.5) and (3.7) we have

θu =
N∑
ν=1

ϕνθ
ν(ψνu).

Now let Rµ be the right regularizer for operator θµ0 .
We then define the operator

R(f, g) =
N∑
µ=1

ψµRµ(ϕµf, ϕµg).

R is a bounded operator from H l−2(Ω)×H l−3/2(Γ) into H l(Ω). We show that R
is a right regularizer for θ. Indeed,

θR(f, g) = (I + T )(f, g),(3.8)

T (f, g) =
N∑

ν,µ=1

ϕν [θµψµψν − ψµψνθµ]uµ

+
N∑

ν,µ=1

ϕνψµψν [θµ − θµ0 ]uµ + T1(f, g),
(3.9)

where uµ =Rµ(ϕµf, ϕµg) and operator T1 is completely continuous (if the operators
Rµ were inverse to θµ0 rather than regularizers, then T1 = 0).

We show that T is completely continuous. For µ= 1 or N we have θµ− θµ0 = 0,
and for µ = 2, . . . , N − 1 the operator θµ − θµ0 does not contain higher derivatives,
and therefore the operator ϕνψµψν [θµ − θµ0 ] is completely continuous. In a similar
way we establish the complete continuity of operator ϕν [θµψµψν −ψµψνθµ]. Thus,
T is completely continuous; consequently, R is a right regularizer for θ. Similarly, we
may show that θ has a left regularizer. Therefore θ is a Φ-operator for λ∈K \Λ.

Theorem 3.2. The problem θu = (f, g) is uniquely solvable for sufficiently
large |λ|, λ ∈ K \ Λ.

Proof. Let us prove solvability (see [Agranov 1]). For sufficiently large |λ|,
λ ∈ K \ Λ, we have the equality (see Theorem 3.1) θR(f, g) = (I + T )(f, g) for
arbitrary f ∈ H l−2(Ω), g ∈ H l−3/2(Γ),

T (f, g) =
N∑

ν,µ=1

ϕν [θµψµψν − ψµψνθµ]uµ +
N∑

ν,µ=1

ϕνψµψν [θµ − θµ0 ]uµ.

Here the term T1(f, g) is absent (compare (3.9)) since for sufficiently large |λ|,
λ ∈ K \ Λ, the operators θµ0 are invertible (see §2) and as Rµ we take the inverses
to θµ0 .

For the functions f ∈ H l−2(Rn+), g ∈ H l−3/2(Rn−1) and f ∈ H l−2(Ω), g ∈
H l−3/2(Γ) we define ‖|(f, g)|‖l = ‖f‖l−2,λ + ‖g‖′l−3/2,λ.
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We then have (the norms are taken, in accordance with the type of terms, with
respect to Rn+ and Rn−1, Ω and Γ, or Rn):

‖|ϕν [θµψµψν − ψµψνθµ]uµ|‖l = ‖|ϕν [θψµψν − ψµψνθ]uµ|‖l

= ‖ϕν [Aψµψν − ψµψνA]uµ‖l−2,λ + ‖ϕν [Bψµψν − ψµψνB]uµ‖′l−3/2,λ

� c1{‖(Aψµψν − ψµψνA)uµ‖l−2,λ + ‖(Bψµψν − ψµψνB)uµ‖′l−3/2,λ}

� c2{‖(Aψµψν − ψµψνA)uµ‖l−2,λ + ‖(Bψµψν − ψµψνB)uµ‖l−1,λ}

� c3‖|uµ|‖l−1.

Here we have made use of the boundedness of the operator of multiplication
by ϕν , the inequality (1.2), and the absence of higher derivatives in the operators
Aψµψν − ψµψνA and Bψµψν − ψµψνB.

In view of the interpolational inequality and the boundedness of operator Rµ,
we have

‖uµ‖l−1,λ � c1√
|λ|
‖uµ‖l,λ � c1√

|λ|
‖|(f, g)|‖l.

Thus,

‖|ϕν [θµψµψν − ψµψνθµ]uµ|‖l � c′√
|λ|
‖|(f, g)|‖l.

Similarly, we may show that

‖|ϕνψµψν [θµ − θµ0 ]uµ|‖l � c′′√
|λ|
‖|(f, g)|‖l.

From this we obtain

‖|T (f, g)|‖l �
c√
|λ|
‖|(f, g)|‖l.

Choosing |λ| sufficiently large, we have

‖|T (f, g)|‖l �
1
2
‖|(f, g)|‖l.

Consequently, operator I+T is invertible and problem θu=(f, g) has a solution
u = R(I + T )−1(f, g).

In order to prove uniqueness of a solution of problem θu = (f, g) for large |λ|,
λ ∈ K \ Λ, it is sufficient to establish the a priori estimate

(3.10) ‖u‖l,λ � c(‖Au‖l−2,λ + ‖Bu‖′l−3/2,λ).

We cover cylinder Ω by a system of domains Ωk (k = 1, . . . , N), described in
Theorem 3.1 (possibly with a different N). We construct a smooth partition of
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unity {ϕk} (k = 1, . . . , N), subject to the covering {Ωk}. Then for an arbitrary
function u ∈ H l(Ω)

‖u‖l,λ =
∥∥∥∥ N∑
k=1

ϕku

∥∥∥∥
l,λ

�
N∑
k=1

‖ϕku‖l,λ.

We estimate ‖ϕ1u‖l,λ, denoting ϕ1u = v. By virtue of an a priori estimate
(Theorem 2.1), we have

‖v‖l,λ � c1(‖A−v‖l−2,λ + ‖B−v‖′l−3/2,λ)

� c1(‖(A−A−)v‖l−2,λ + ‖(B −B−)v‖′l−3/2,λ + ‖Av‖l−2,λ + ‖Bv‖′l−3/2,λ).

Let c2 be a constant in the inequality

‖(B −B−)v‖′l−3/2,λ � c2‖(B −B−)v‖l−1,λ.

We choose ε so small (ε > 0) that c1ε(1 + c2) < 1/3. We can select M = M(ε) so
large that

‖(A−A−)v‖l−2,λ � ε‖v‖l,λ + c3(ε)‖v‖l−1,λ,

‖(B −B−)v‖l−2,λ � ε‖v‖l,λ + c3(ε)‖v‖l−1,λ.

Constants c1, c2, and c3 are independent of λ for sufficiently large |λ|, λ ∈ K \ Λ.
Thus,

‖v‖l,λ � c1(‖Av‖l−2,λ + ‖Bv‖′l−3/2,λ) + c1ε(1 + c2)‖v‖l,λ
+ c3(ε)c1(1 + c2)‖v‖l−1,λ

� c1(‖Av‖l−2,λ + ‖Bv‖′l−3/2,λ) + 2/3‖v‖l,λ

for √
|λ| > 3c4c3(ε)c1(1 + c2),

where c4 is a constant in the inequality

‖v‖l−1,λ � c4√
|λ|
‖v‖l,λ.

From this we obtain
‖v‖l,λ � c(1)(‖Av‖l−2,λ + ‖Bv‖′l−3/2,λ),

where c(1) = 3c1.
In a similar way we obtain the following estimate for ϕNu:

‖ϕNu‖l,λ � c(N)(‖AϕNu‖l−2,λ + ‖BϕNu‖′l−3/2,λ).

Estimates for ϕku, k = 2, . . . , N − 1 (see [Agranov 1]), are

‖ϕku‖l,λ � c(k)(‖Aϕku‖l−2,λ + ‖Bϕku‖′l−3/2,λ).

Thus,

‖u‖l,λ � c
N∑
k=1

(‖Aϕku‖l−2,λ + ‖Bϕku‖′l−3/2,λ),

where c = max
1�i�N

c(i).
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We have

‖Aϕku‖l−2,λ � ‖ϕkAu‖l−2,λ + c5‖u‖l−1,λ � c6
(
‖Au‖l−2,λ +

1√
|λ|
‖u‖l,λ

)
.

Similarly,

‖Bϕku‖′l−3/2,λ � c7
(
‖Bu‖′l−3/2,λ +

1√
|λ|
‖u‖l,λ

)
.

Choosing |λ| sufficiently large, we obtain the a priori estimate (3.10). This com-
pletes the proof of the theorem.

Corollary 1. Let K0 be an unbounded component of connectivity of the set
K \Λ. Then there exists a number R, such that points λ, belonging to K0 and such
that |λ| > R, are regular points of operator θ. For arbitrary ε, ε > 0, in the domain
described by the conditions λ ∈K0, dist(λ,Λ)> ε, there can only be a finite number
of eigenvalues of operator θ, the remaining points λ are regular points.

This corollary is proved by applying Theorems 3.1, 3.2, and 1.1.

Corollary 2. Assume that we are given operator θ, elliptic with parameter λ,
λ ∈K, and cone K of the complex λ-plane containing the right half-plane Reλ > 0.
We assume that problems in cross-sections for operators θ+ and θ− have eigenvalues
only in the left half-plane for arbitrary ξn ∈ R1. Then the continuous spectrum of
operator θ lies in the left half-plane.

It follows from Theorem 3.1 that all points λ of the complex plane, such that
λ ∈ K \ Λ, are Φ-points of operator θ. We show that λ ∈ Λ are not Φ-points of
operator θ. We carry out the proof for λ ∈ Λ+; the proof for λ ∈ Λ− is similar.

Lemma 3.4. Let λ ∈ Λ+, i.e., λ is an eigenvalue of a problem in the cross-
section for operator (A+, B+) for some ξn. We consider an arbitrary function
u(x) ∈ H l(Ω), B+u|Γ = 0. Then for arbitrary numbers N0 and N we have the
equality

(3.11)
∫
G

N∫
N0

(ω(x′) exp(iξnxn), A+u) dx = I1(N)− I1(N0) + I2(N)− I2(N0),

where

I1(a) = ϕ(B+
n (x

′)u(x′, a) exp(−iξnxn)),

I2(a) =
∫
G

(
ω(x′), 2

n−1∑
k=1

A+
kn(x

′)
∂u(x′, a)
∂xk

+A+
nn(x

′)
∂u(x′, xn)
∂xn

∣∣∣∣
xn=a

+ (A+
kniξn +A

+
n (x

′))u(x′, a)
)
dx′ exp(iξna).

(Function ω(x′) and functional ϕ were introduced in Lemma 2.1.)
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Proof. Using the form of operator A+ and integrating by parts, we obtain∫
G

N∫
N0

(ω(x′) exp(iξnxn), A+u) dx =
∫
G

(ω(x′), Ã+v) dx′ + I2(N)− I2(N0),

Ã+ is the operator in the cross-section for operator A+,

v(x′, ξn) =

N∫
N0

u(x′, xn) exp(−iξnxn) dxn.

Further, in view of the fact that B+u|Γ = 0, we have

B̃+v = −B+
n (x

′)u(x′, N) exp(−iξnN) +B+
n (x

′)u(x′, N0) exp(−iξnN0)

(B̃+ is the operator in the cross-section for operator B+). Equation (3.11) follows
from this by virtue of Lemma 2.1.

Theorem 3.3. Let λ ∈ Λ+. Then λ is not a Φ-point of operator θ.

Proof. Let λ ∈ Λ+ and be a Φ-point of operator θ. Then for N1 sufficiently
large, λ will be a Φ-point also of operator θN1 , having the form

θN1 = h1(xn)θ + h2(xn)θ+,

where (h1(xn), h2(xn)) is a smooth partition of unity subject to covering of the line
by two domains (−∞, N1) and (N1 − 1,+∞). Indeed, we have ‖θ − θN1‖ � ε(N1)
(by ‖ ‖ we mean the norm of the operator acting from H l(Ω) into H l−2(Ω) ×
H l−3/2(Γ)), where ε(N1) → 0 as N1 → +∞. Therefore (see [Gokh 1]), point λ
is a Φ-point of operator θN1 . But then there exists a finite number of functions
v1, . . . , vp, belonging to H l−2(Ω), such that for solvability of the problem θN1u =
(f, 0) for f ∈ H l−2(Ω) it is necessary and sufficient that f be orthogonal to all
vi (i = 1, . . . , p) in the space H l−2(Ω). On the other hand, if for right-hand side
f the problem θN1u = (f, 0) is solvable, then, since for xn > N1 the coefficients of
operators θN1 and θ+ coincide, we have, by virtue of (3.11), the following equality
(for arbitrary N > N0 > N1):

(3.12)
∫
G

N∫
N0

(ω(x′) exp(iξnxn), f) dx = I1(N)− I1(N0) + I2(N)− I2(N0).

We arrive at a contradiction, which proves the theorem, if we construct a
function f ∈ H l−2(Ω), which is orthogonal to all the vi (i = 1, . . . , p), but for
which (3.12) does not hold. There exists a function

f ∈ H l−2(Ω ∩ {xn > N0})

such that ∫
G

N∫
N0

(ω(x′) exp(iξnxn), f) dx→ +∞

as N → +∞. It can be extended onto the whole cylinder Ω, such that

f ∈ H l−2(Ω) and (f, vi)Hl−2(Ω) = 0 (i = 1, . . . , p)
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(f is a continuation of function f onto the whole cylinder Ω). For this it may be
necessary to select a larger N0. Consequently, we can select a sequence of numbers
{Nk}, Nk → +∞, as k → +∞, such that the right-hand side of equation (3.12),
where in place of N we have Nk, has a finite limit as k → +∞. But the left-hand
side of equation (3.12) tends towards infinity as k → +∞, i.e., (3.12) cannot be
satisfied, and the theorem is thereby proved.

Corollary 1. The spectrum of operator θ has the following structure.
All points λ of the complex plane, belonging to Λ, are points of the spectrum;

moreover, they are not Φ-points of operator θ.
All points λ, λ ∈ C \ Λ, are Φ-points of operator θ.
There exists a number R such that the points λ, λ ∈ K, |λ| > R, are regular

points of operator θ.
In an unbounded component of connectivity K0 of cone K (see Corollary 1 to

Theorem 3.2), among the points not belonging to Λ, there can be only an isolated
set of eigenvalues of finite multiplicity, which can be concentrated only towards Λ.
The remaining points are regular points.

Corollary 2. Assume we are given operator θ, elliptic with parameter λ,
λ∈K, and a cone K of the complex λ-plane containing the right half-plane Reλ> 0.
The continuous spectrum of operator θ lies in the left half-plane if and only if the
problems in cross-sections for operators θ+ and θ− have eigenvalues only in the left
half-plane for arbitrary ξn ∈ R1.

Remark 1. The results of this chapter can be carried over to the case of
domains more general than a cylinder. As such domains we have those domains M
for which, for R sufficiently large, the domain M ∩ {|x| > R} is diffeomorphic to a
finite number of semi-cylinders.

A qualitative study can be made of the structure of the spectrum of an elliptic
operator, acting on functions specified on the surface Π of an unbounded cylinder Ω.
Here the boundary operator B is not present and the condition of ellipticity with
parameter reduces to just Condition I. The results are similar to those obtained
above.

§4. Examples

We consider some examples illustrating the results obtained. We shall not
give precise statements as to the type of ellipticity with parameter condition, the
convergence of the coefficients, the form of the space, since they can be readily
supplied from the material presented above.

1. Let the equation

(4.1)
∂v

∂t
= d∆v + f(v), y ∈ Ω = G× R

1

with boundary conditions

(4.2) h1
∂v

∂ν
+ h2(v − v0)|Γ = 0, y ∈ Γ = ∂Ω

have a solution in the form of a wave v(t, y) = v(y′, yn − ct), traveling with speed
c along axis yn. Here ∆ is the Laplace operator with respect to the variables
y1, . . . , yn; d, h1, h2 are positive constants; v0 = v0(y). As is well known, such
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problems are model problems in questions relating to the propagation of a flame, a
nerve impulse, etc. Linearization on the traveling wave v for problem (4.1), (4.2) in
the coordinates (t, x′, xn) = (t, y′, yn − ct), attached to the front of the wave, yields
the result

∂u

∂t
= d∆u+ f ′(v)u− c ∂u

∂xn
≡ Lu,(4.3)

h1
∂u

∂ν
+ h2u|Γ = 0.(4.4)

Let us find the continuous spectrum Λ of elliptic operator L, subject to the
boundary conditions (4.4), corresponding to the problem (4.3), (4.4). We assume
that v(x′, xn) has limits as xn → ±∞:

v±(x′) = lim
xn→±∞

v(x′, xn).

In (4.3) we pass to the limit as xn → ±∞ and we consider the corresponding
problems in cross-section, letting a±(x′) = f ′(v±(x′))

d∆ũ+ a±(x′)ũ− µũ = 0, x ∈ G,(4.5)

h1
∂ũ

∂ν
+ h2ũ|Γ = 0,(4.6)

where ∆ is the Laplace operator with respect to x′, ũ= ũ(x′, ξn), µ= dξ2+ ciξ+λ.
Let µ = µ±k (k = 1, 2, . . . ) be the eigenvalues for problem (4.5), (4.6). Then,

according to the results in §3, the structure of spectrum of elliptic operator L,
with the boundary conditions (4.4), is the following. All points λ of the parabolas
λ = µ±k − dξ2 − ciξ, k = 1, 2, . . . , −∞ < ξ < +∞, are points of the continuous
spectrum (are not Φ-points) of operator L with the boundary conditions (4.4); all
points λ of the complex plane, not lying on these parabolas and the negative half-
axis, are Φ-points. The parabola λ = µ0 − dξ2 − ciξ (µ0 = maxµ±k , k = 1, 2, . . . )
divides the complex plane into two connected components. Those points of the
complex plane that lie in the component containing the half-line λ > µ0 and which
are at a distance of at least ε from the parabola λ = µ0 − dξ2 − ciξ (for arbitrary
positive ε), are regular points for operator L with the boundary conditions (4.4),
with the exception of not more than a finite number of points, the latter being
eigenvalues.

2. We consider the system

(4.7)
∂v

∂t
= D

∂2v

∂y2
+ f(v), −∞ < y < +∞,

where v and f(v) are vector-valued functions, v = (v1, . . . , vm), f(v) = (f(v1), . . . ,
f(vm)), and D is a diagonal matrix with positive elements di (i = 1, 2, . . . ,m).

Systems of the form (4.7) describe processes of chemical kinetics with diffusion
and heat conduction.

Assume that a vector v0 exists such that f(v0) = 0. Then v0 is a stationary
solution, homogeneous with respect to space, of system (4.7) and the problem,
linearized on it, has the form

∂u

∂t
= D

∂2u

∂y2
+ Cu ≡ Lu,

where C is a matrix with the elements ∂fi/∂vj |v=v0 .
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We find the spectrum Λ of operator L. By the results obtained in §2, the set
Λ consists of the curves λ = λ(ξ) (−∞ < ξ < +∞) determined from the equation

det(−Dξ2 + C − λI) = 0.

For example, if D is a scalar matrix, D = dI, then Λ is the union of the half-
lines λ(ξ) = λi − dξ2 (−∞ < ξ <+∞), where λi are the eigenvalues of matrix C. It
follows from this that for Λ to lie in the left half-plane, it is necessary and sufficient
that all the eigenvalues of matrix C lie in the left half-plane. In case D is not a
scalar matrix, the condition for stability of matrix C is no longer sufficient for Λ to
lie in the left half-plane. However, if there exists a diagonal matrix T , with positive
elements on the diagonal, such that CT + TC′ (the prime indicates transpose)
is negative-definite, then Λ lies in the left half-plane. In many problems of the
form (4.7), where the source f is defined by chemical kinetics, this case is often
encountered. For example, this is the situation when all reactions are reversible
and conditions for a detailed equilibrium are satisfied.

Let us assume that equation (4.7) has a solution in the form of a traveling wave
v(t, y) = v(y + ct). This case is of interest since it describes the propagation of a
wave of combustion with complex kinetics. In coordinates connected with the front
of the traveling wave, the problem linearized on it has the form

∂u

∂t
= D

∂2u

∂x2
− c∂u
∂x

+ C(x)u ≡ L1u,

where C is the matrix with elements ∂fi/∂vj |v=v.
We consider the structure of the spectrum of operator L1. Assume that the

traveling wave v(x) joins two stationary states v+ and v−, i.e., v(x)→ v± as x→±∞
and f(v±) = 0. Let C± = ∂fi/∂vj |v=v± . Then points of the curves λ= λ±l (ξ), −∞<
ξ <+∞, l=1, . . . ,m, determined from the equation det(−Dξ2+ciξ+C±−λI) = 0,
are points of the continuous spectrum of operator L1. We denote the set of these
curves by Λ. Then in an arbitrary connected domain K1 of the set C \Λ, containing
sufficiently distant points of the positive semi-axis and at a positive distance from
Λ, there can be no more than a finite number of eigenvalues of operator L1. The
remaining points of domain K1 are regular points. If K1 is sufficiently far from
Λ, then all of its points are regular points of operator L1. It follows from this, in
particular, that the right-hand boundary of the continuous spectrum of operator
L1 coincides with the maximum of the right-hand boundaries of the spectra of
problem (4.7), linearized on v+ and v−.

3. In the cylinder Ω we consider the problem

(4.8)
∂θ

∂t
= ∆θ + cf(θ),

∂c

∂t
= L∆c− γcf(θ)

with boundary conditions

(4.9)
∂θ

∂ν

∣∣∣∣
∂Ω

= 0,
∂c

∂ν

∣∣∣∣
∂Ω

= 0.

Here ∆ is the Laplace operator with respect to y = (y1, y2, y3) ∈ Ω, L > 0, γ > 0.
Function f(θ) is nonnegative, where f(θ) = 0 for 0 � θ � θ0, and f(θ) > 0 for
θ0 < θ � 1.

Problem (4.8), (4.9) can serve as the model of a combustion process with a
single overall reaction of the first order, disregarding reaction at low temperatures.
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Assume that problem (4.8), (4.9) has a solution in the form of a traveling wave
θ(t, y) = θ(y3 + ωt), c(t, y) = c(y3 + ωt), where θ(x3)→ 1, c(x3)→ 0 as x3 → +∞
and θ(x3)→ 0, c(x3)→ 1 as x3 → −∞.

We consider problem (4.8), (4.9), linearized on (θ, c), in coordinates x, con-
nected with the front of the traveling wave. It has the form

(4.10)

∂u

∂t
= ∆u+ cf ′(θ)u+ f(θ)v − ω ∂u

∂x3
,

∂v

∂t
= L∆v − γcf ′(θ)u− γf(θ)v − ω ∂v

∂x3
,

with the boundary conditions

(4.11)
∂u

∂ν

∣∣∣∣
∂Ω

= 0,
∂v

∂ν

∣∣∣∣
∂Ω

= 0.

It follows from the results of this chapter that the operator appearing on
the right-hand side of (4.10), with boundary conditions (4.11), does not have a
continuous spectrum in the right half-plane.

Indeed, by virtue of §3, it is sufficient to show that operators in cross-sections
for problems at the infinities do not have eigenvalues in the right half-plane, a fact
which may be verified directly.

Similar results can be obtained for problems describing combustion processes,
which are more general than problems (4.8), (4.9).

4. Consider the operator

(4.12) D∆u− ω ∂u
∂xn

+A(x)u,

acting on functions u, given in the n-dimensional cylinder Ω = G×R
1, u ∈ H l(Ω),

with the boundary conditions

(4.13)
∂u

∂ν
+ hu

∣∣∣∣
∂Ω

= 0, h > 0.

Here D is an m ×m diagonal matrix with positive elements on the diagonal, and
A(x) is a sufficiently smooth m×m matrix with limits A±(x′) as xn → ±∞.

For an arbitrary vector ξ ∈ Rn and arbitrary x′ ∈ G, let the following condition
be satisfied:

(4.14) (ξ, A±(x′)ξ) � 0.

Then the continuous spectrum of operator (4.12) lies in the left half-plane. Indeed,
as a consequence of the results obtained in §3, it is sufficient to show that the
eigenvalues of the problem

−Dξ2v +D∆′v − ωiξv +A±(x′)v − λv = 0 x′ ∈ G;(4.15)

∂v

∂ν
+ hv

∣∣∣∣
∂Ω

= 0,(4.16)

where ∆′ is the Laplace operator with respect to x′ = (x1, . . . , xn−1) ∈ G, lie in the
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left half-plane. Taking the inner product of (4.15) with v integrating over G, we
have

λ

∫
|v|2 dx′ =− ξ2

∫
(v,Dv) dx′ +

∫
(v,D∆′v) dx′

− ωiξ
∫
|v|2 dx′ +

∫
(v,A±(x′)v) dx′.

Transforming
∫
(v,D∆′v) dx′ in accordance with Green’s formula, with use of the

boundary condition (4.16), we obtain

Reλ
∫
|v|2 dx′ < Re

∫
(v,A±(x′)v) dx′.

By virtue of condition (4.14) we have Reλ < 0, which is what we wished to prove.

§5. Spectrum of monotone systems

In this section, for monotone systems, we consider a linear operator obtained
by linearization on a monotone wave:

Lu = A(x)u′′ + C(x)u′ +B(x)u,

where A(x), B(x), C(x) are smooth matrices; A and C are diagonal matrices; A
has positive diagonal elements; and B has nonnegative off-diagonal elements. We
assume that matrices A, B, and C have limits as x→ ±∞ and that the matrices

B± = lim
x→±∞

B(x)

have negative principal eigenvalues. We assume also that matrix B(x) is irreducible
in the functional sense. This means that if in place of the elements of this matrix
we substitute zeros when the elements are identically equal to zero, and substitute
ones in the contrary case, we then obtain an irreducible matrix. We denote the
diagonal elements of matrices A(x) and C(x) by ak(x) and ck(x), k = 1, . . . , n,
respectively; and we denote the elements of matrix B(x) by bkl(x).

The fundamental theorem concerning distribution of the eigenvalues of operator
L is the following:

Theorem 5.1. Suppose that a positive solution exists for the equation

Lw = 0.

Then if

(5.1) lim
x→±∞

w(x) = 0,

the following assertions are valid :
1. The equation

(5.2) Lu = λu, u(±∞) = 0

has no solutions different from zero for Reλ � 0, λ �= 0.
2. Each solution of equation (5.2) for λ= 0 has the form u(x) = kw(x), where
k is a constant.
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3. The adjoint equation

(5.3) L∗v = 0, v(±∞) = 0

has a positive solution. It is unique to within a constant factor.
If condition (5.1) is not satisfied, then equation (5.2) has no solutions different

from zero for Reλ � 0.

To prove this theorem we need some auxiliary propositions.

Lemma 5.1. Suppose matrix T has nonnegative off-diagonal elements and a
negative principal eigenvalue. Then there exists a vector p > 0 such that Tp < 0.

Proof. Let τ > 0, and let p be a solution of the equation Tp = −τ . Then
p = −T−1τ > 0, since −T−1 � 0.

Lemma 5.2. If u(x) � 0 is a nonzero solution of the equation

(5.4) Lu = 0,

then u(x) > 0.

Proof. Let u(x) � 0 be a nonzero solution of equation (5.4). We assume
that u(x) is not strictly positive. We denote the elements of vector u(x) by uk(x),
k = 1, . . . , n. Obviously, uk(x) satisfies the inequality

aku
′′
k + cku

′
k + bkkuk � 0,

and, therefore, based on the theorem concerning strict positiveness of solutions
(see Chapter 1), uk(x) is either strictly positive or identically equal to zero. We
introduce a transformation of the elements of vector u such that all zero elements
appear in the first positions, i.e., the new vector has the form (0, ũ), where ũ(x)> 0
is a vector of k elements, 0 < k < n. If, in addition, we make a corresponding
rearrangement of the equations in the system (5.4), the resulting system will then
have the same form as the initial system. This means that if we retain this notation
for the new system, matrices A and C are then diagonal matrices and B has
nonnegative off-diagonal elements. Thus we arrive at the equation B̃(x)ũ(x) ≡ 0,
where B̃(x) is the matrix appearing at the intersection of the first n− k rows and
the last k columns of matrix B(x). Since B̃(x) � 0, ũ(x) > 0, then B̃(x) ≡ 0, which
contradicts the functional irreducibility of matrix B(x). This contradiction proves
the lemma.

Lemma 5.3. Let q± > 0 be vectors such that B±q± < 0. Let a number r
be chosen so that B(x)q+ < 0 for x > r, B(x)q− < 0 for x < −r. Then if the
vector-valued function u(x) satisfies the inequality

Lu � αu (α � 0)

for |x| � r and the conditions u(±r) > 0, limu(x) � 0 for x→±∞, then u(x) � 0
for |x| � r.

Proof. We limit ourselves to the case x� r. For x�−r the proof is analogous.
We assume that for x > r the vector-valued function u(x) is not nonnegative.

Consider the vector-valued function v(x) = u(x) + τq+. We can select τ > 0, such
that v(x) � 0, but not strictly positive. This follows from the fact that function
uk(x), k = 1, . . . , n, if it takes on negative values, attains its smallest value at a
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finite point. For example, let v1(x0) = 0 for x0 > r. Function v1(x) satisfies the
inequality

a1(x)v′′1 + c1(x)v′1 +
∑
k

b1kvk(x) < αv1(x).

When x = x0 we obtain a contradiction in signs.

Lemma 5.4. Under the conditions of Lemma 5.3 a bounded solution u of the
problem

Lu = αu, u(r) = 0 (u(−r) = 0)

for x > r (x < −r) is identically equal to zero.

Proof. We consider the case x > r. For x < −r the proof is similar. Assume
at first that u(∞) = 0. Then, applying Lemma 5.3 to the functions u(x) and −u(x),
we find that u(x) ≡ 0 for x > r.

In the general case, we consider the function ũ(x) = u(x) exp(−εx), ε > 0.
Then ũ(x) is a solution of the problem

(5.5) L̃ũ = αũ, ũ(r) = 0, ũ(+∞) = 0,

where L̃ũ = Aũ′′ + C̃ũ′ + B̃ũ, B̃ = Aε2 +Cε+B, C̃ = 2Aε+C. It is obvious that
for ε sufficiently small, B̃(x)q+ < 0 for x > r.

Applying to problem (5.5) the result obtained above, we have ũ(x) ≡ 0.

Proof of Theorem 1.1. 1. We consider first the case when, in equation (5.2),
λ = α + iβ, α � 0, β �= 0. Suppose that a solution u(x) = u1(x) + iu2(x) of this
equation, different from zero, exists. We consider the Cauchy problem

∂v

∂t
= Lv − αv, v(x, 0) = u1(x).

The function
v(x, t) = u1(x) cos βt− u2(x) sin βt

is a solution of this problem. We let û(x) = (|u1(x)|, . . . , |un(x)|), where (u1, . . . ,
un) = u, and we select number r > 0 as indicated in Lemma 5.3. This can be done
on the basis of Lemma 5.1. Further, we select τ > 0 so that

(5.6) û(x) � τw(x) for |x| � r,

where for at least one k and one |x0| � r we have the equality

(5.7) |uk(x0)| = τwk(x0).

On semi-axis x � r we consider the problem

∂y

∂t
= Ly − αy, y(r, t) = û(r), y(∞, t) = 0,(5.8)

y(x, 0) = û(x),(5.9)

and the stationary problem corresponding to it,

(5.10) Ly − αy = 0, y(r) = û(r), y(∞) = 0.

On the basis of Lemma 5.4 the corresponding homogeneous problem has only the
zero solution. By virtue of the conditions on matrix B+, the operator L considered
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in the space C0(r,∞), has the Fredholm property (see [Hen 1]). Therefore, a
solution y(x) ∈ C0(r,∞) of problem (5.10) exists.

We show that the solution of problem (5.8), (5.9) converges to y(x) as t→∞.
Indeed, the solution y∗(x, t) of problem (5.8) with the initial condition y(x, 0) =
τ1q+, where τ1 is such that τ1q+ > û(x) for x > r, decreases monotonically with
respect to t, and the solution y∗(x, t) of problem (5.8) with the initial condition
y(x, 0) = 0 increases monotonically. Since y∗(x, t) and y∗(x, t) converge as t → ∞
to a bounded stationary solution, then, by virtue of Lemma 5.4,

lim y∗(x, t) = lim y∗(x, t) = y(x) as t→∞.

Further, from the comparison theorem for monotone systems (see §5.4 of Chapter 5),
we conclude that

y∗(x, t) � y(x, t) � y∗(x, t),

and, therefore, as t→∞ we have

lim y(x, t) = y(x).

Since v(x, t) � û(x) for x � r, it then follows from the comparison theorem
that

v(x, t) � y(x, t) for x � r, t � 0.

From this we have
v(x, t) = v(x, t+ 2πn/β) � y(x, t+ 2πn/β),

and, passing to the limit as n→∞, we obtain

v(x, t) � y(x) for x � r, t � 0.

It follows from Lemma 5.3 applied to the function τw(x)− y(x), that y(x) � τw(x)
for x � r, whence

(5.11) v(x, t) � τw(x)

for x � r, t � 0. In a similar way we may prove this inequality for x � −r. The
validity of inequality (5.11) for all x follows from this and from (5.6).

Function z = τw − v � 0 is a solution of the equation ż = Lz − az + aτw (ż =
∂z/∂t), and therefore its kth element zk(x, t) satisfies the inequality

żk � ak(x)z′′k + ck(x)z′k + bkk(x)zk − αzk.

Since zk(x, t) � 0, is not identically equal to zero, and is periodic in t, it then
follows from the theorem concerning strict positiveness of solutions of parabolic
equations (see Chapter 1) that zk(x, t) > 0 for all x and t > 0. But this contradicts
equation (5.7). Indeed, we select t such that |uk(x0)|−1uk(x0) = exp(−iβt).
Then, obviously, zk(x0, t) = τwk(x0) − |uk(x0)| = 0. The resulting contradiction
establishes the theorem for nonreal λ.

Assume now that λ � 0 is real and that u(x) is a solution of equation (5.2),
not identically equal to zero. We assume that at least one of the elements of the
vector-valued function u(x) takes on negative values. In the contrary case we could
change the sign of u(x). We consider the vector-valued function v = u + τw and
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we select τ > 0 so that v(x) � 0 for |x| � r but not strictly positive, i.e., vk(x0) = 0
for some k and x0. We have

(5.12) Lv = λv − λτw,

and therefore v(x) � 0 on the whole axis by virtue of Lemma 5.3. If λ > 0, then for
x = x0, the kth equation of system (5.12) leads to a contradiction in signs. This
contradiction shows that equation (5.2) cannot have solutions different from zero
for λ > 0.

2. For λ = 0 function v(x) defined above is a nonnegative, but not strictly
positive, solution of equation Lv = 0. By virtue of Lemma 5.2, v(x) ≡ 0. If
condition (5.1) is not satisfied, then this leads to a contradiction as x→∞. Thus,
in this case, a nonzero solution of equation (5.2) does not exist.

Let condition (5.1) be satisfied. Then v(x)≡ 0 implies the validity of assertion 2
of the theorem.

3. When condition (5.1) is satisfied, equation (5.3), by virtue of the Fredholm
theorems, which apply in this case, has a solution v, which is different from zero
and is unique to within a constant factor; and for solvability of the equation

(5.13) Lu = f, u(±∞) = 0,

for f ∈ L2(−∞,+∞), it is necessary and sufficient that

(5.14)
∫ +∞

−∞
(f, v) dx = 0.

Further, we note that if v(x) � 0, then, on the basis of Lemma 5.2, applied to
equation (5.3), we have v(x) > 0. Therefore, if we assume that a positive solution
of this equation does not exist, the solution is then of alternating sign and we can
find a smooth function f(x) ∈ L2(−∞,∞), f(x) < 0, satisfying condition (5.14).
Let u(x) be the corresponding solution of equation (5.13). There exists a τ (not
necessarily positive), such that ũ(x) = u(x) + τw(x) � 0 for |x| < r, but not strictly
positive. By virtue of Lemma 5.3, ũ(x) � 0 on the whole axis. At points where the
elements of the vector-valued function ũ(x) vanish, this leads to a contradiction in
signs in the equation Lũ = f , which completes the proof of the third assertion of
the theorem. This completes the proof of the theorem.



CHAPTER 5

Stability and Approach to a Wave

One of the most frequently encountered methods for studying the stability of
stationary solutions of nonlinear evolutionary systems is the method of infinitely
small perturbations of a stationary solution. As the result of linearization of the
initial equations we arrive at a problem concerning the spectrum of a differential
operator (we denote it by L) and thus to the necessity of solving two problems: first,
how is the spectrum of operator L located, and, second, what can be said concerning
stability or instability of a stationary solution, given the structure of the spectrum?
For the case in which the domain of variation of the spatial variables is bounded (and
the system itself satisfies certain conditions, that are usually satisfied in applied
problems), the spectrum of operator L consists of a discrete set of eigenvalues, and
the stationary solution will be stable if all the eigenvalues have negative real parts
(i.e., lie in the left half of the complex plane) and unstable if at least one eigenvalue
has a positive real part.

A significantly more complicated situation arises in considering the stability
of traveling waves. In this case, owing to the unboundedness of the domain of
variation of the spatial variables, the spectrum of operator L includes not only
discrete eigenvalues, but also a continuous spectrum. Moreover, operator L can
have a zero eigenvalue (this is related to the invariance of a traveling wave with
respect to translation). Nevertheless, it proves to be the case that a linear analysis
allows us to draw conclusions not only about stability or instability of a traveling
wave, but also about the form of the stability: in some problems there is ordinary
asymptotic stability (with an exponential estimate for the decay of perturbations),
while in others there is stability with shift.

Stability with shift means that if the initial condition of the Cauchy problem
for the system of equations

∂u

∂t
= A

∂2u

∂x2
+ c
∂u

∂x
+ F (u)

is close to a wave w(x) in some norm, then the solution tends towards the wave
w(x+h) in this norm, where h is a number whose magnitude depends on the choice
of the initial conditions. Stability with shift arises due to the invariance of solutions
with respect to translation and the presence of a zero eigenvalue. The stability of
a traveling wave as a stationary solution of a system of differential equations was
studied in the case of a single spatial variable in [Sat 1], where a proof was given of
a conditional theorem concerning stability: it was assumed that the entire spectrum
of operator L, except a simple zero eigenvalue, lies in the left half-plane. In the
present chapter we consider a problem of a more general form than that in [Sat 1]
(for example, in §2 we consider systems with three spatial variables, varying in
an unbounded cylinder). Moreover, the results presented in Chapter 4 allow us
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to clarify the location of the continuous spectrum, so that the theorem concerning
stability is of a less conditional nature; also, sufficient conditions for instability can
be formulated, conditions associated with the presence of a continuous spectrum in
the right half-plane.

In §1 we consider a differential equation in a Banach space, having a single-
parameter family of stationary solutions ϕα, −α < α < α. We prove stability
with shift for a stationary solution ϕ0 in the case where the spectrum of operator
L contains a simple zero eigenvalue and all the remaining points of the spectrum
lie in the left half-plane (Theorem 1.1). Consideration of abstract equations in a
Banach space, and not of partial differential equations, allows us, on the one hand,
to single out the essential property which leads to stability with shift (namely, the
existence of a whole family of stationary solutions ϕα and the fact that dϕα/dα
belongs to the considered space of initial perturbations), and, on the other hand,
to the fact that such consideration can be extended to various problems in partial
derivatives.

The next section is devoted to an application of the results obtained in §1
for studying the stability of a one-dimensional traveling wave with respect to one-
dimensional and multi-dimensional perturbations. Results obtained in Chapter 4
have made it possible to determine a method for obtaining the continuous spectrum.
Its disposition depends, generally speaking, on which space of initial perturbations
of the traveling wave is regarded. In a number of problems, as this space we
have to select weighted spaces with a specified exponential decrease of the initial
perturbations at infinity (otherwise, the continuous spectrum will lie in the right
half-plane, and the initial perturbations, not decreasing sufficiently rapidly at
infinity, can lead to the development of an instability). Use of the results from
Chapter 4 makes it possible to formulate Conditions II and III (§2), stipulating the
absence of a continuous spectrum in the right half-plane. The problem concerning
the type of stability is solved depending on whether or not the derivative of the
stationary solution (being the eigenfunction corresponding to a zero eigenvalue)
belongs to the space in question (Theorems 2.1 and 2.2). At the close of the
section the results obtained are illustrated by the case of a single equation with
three spatial variables (the case of a single equation with one spatial variable was
considered in [Sat 2]).

Instability of traveling waves is discussed in §3.
For the case in which the system considered is monotone, it is shown in §4 that

we have stability of monotone waves.
§5 is of an auxiliary nature: here we prove a series of theorems concerning the

solutions of nonstationary problems, which are used for the study of waves and
convergence to waves.

The question of nonlocal stability is examined in §6.
§7 is devoted to a minimax representation of the speed. It is placed in this

chapter since results related to stability are used in the proofs.

§1. Stability with shift and its connection with the spectrum

In Banach space E we consider the equation

(1.1)
du

dt
= Au + f(u).
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Here u(t) ∈ E for all t ∈ [0,∞); A and f are linear and nonlinear operators,
respectively, acting in E.

Assume that the stationary equation

(1.2) Au+ f(u) = 0

has a single-parameter family of solutions u = ϕα ∈ E, where α is a real parameter
varying on the interval (−α, α).

In this section we study the stability of stationary solutions with respect to
small perturbations from an arbitrary Banach space H , lying in E. We introduce
the following notation: ‖z‖ is the norm of element z of space H ; [H,H ] is the space
of linear bounded operators acting from H into H ; ‖|L|‖ is the norm of operator L
as an element of the space [H,H ].

Let us assume that the following assumptions are satisfied for ϕα, f(u), and A.

Assumption I. a) The derivative ϕ′
α of the stationary solution ϕα with respect

to α, α∈ (−α, α), exists, the derivative being taken in the norm of space H, ϕ′
α ∈H.

(We do not assume that ϕα ∈ H .)
b) ϕ′

α satisfies a Lipschitz condition with respect to α, α ∈ (−α, α), in the norm
of space H.

Assumption II. a) Nonlinear operator f(u) is defined on all of E, is bounded,
and has a first Gateaux differential f ′(u, v) with respect to an arbitrary direction v
in space E; u, v, f ′(u, v) ∈ E.

b) The Gateaux differential f ′(u, v) is continuous with respect to u ∈ E for
arbitrary fixed v ∈ E. (It follows from this that f ′(u, ·) ∈ [E,E]. To emphasize this,
we shall write f ′(u)v instead of f ′(u, v).)

c) Operator f ′(ϕα + v) belongs to [H,H ] for v ∈ H, α ∈ (−α, α), and satisfies
a Lipschitz condition with respect to v for ‖v‖ � 1.

Assumption III. a) The restriction of operator A, acting in H and being the
generator of an analytic semigroup, exists (we retain the notation A for it). From
Assumptions II c) and III a) it follows that operator L = A + f ′(ϕ0) acts from H
into H and is a generator of an analytic semigroup.

b) Spectrum σ(L) of operator L has the following structure: zero is a simple
eigenvalue; all the remaining spectrum is contained in a closed angle lying in the
left half of the complex plane, i.e., there exist positive numbers a1 and b1, such that
for λ ∈ σ(L), λ �= 0, we have the inequality

(1.3) Reλ+ a1| Imλ|+ b1 � 0.

The main result of this section is the following theorem.

Theorem 1.1. Assume that Assumptions I–III are satisfied. Then there exists
a positive number ε, such that for an arbitrary u ∈ E, satisfying the condition
‖u − ϕ0‖ � ε, the solution u(t) of equation (1.1), with initial condition u(0) = u,
exists in space E for all t ∈ [0,∞], is unique, and for some α ∈ (−α, α), obeys the
estimate

(1.4) ‖u(t)− ϕα‖ �M exp(−bt),

where b and M do not depend on u, α, and t, b > 0.
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Remark. In the statement of the theorem we assume that u − ϕ0 ∈ H , but
we do not assume that u, ϕ0 ∈ H .

To prove this theorem we require the following series of lemmas.

Lemma 1.1. Let

(1.5) G(ϕα, z) = f(ϕα + z)− f(ϕα)− f ′(ϕα)z.

Let ϕ0 and f satisfy Assumptions I and II.
a) Let ‖z‖ � 1. Then G(ϕα, z) ∈ H.
b) Let ‖z‖� 1. Then ‖G(ϕα, z)‖� c‖z‖2, where the constant c is independent

of z and α.
c) Let ‖z1‖, ‖z2‖ � 1. Then

‖G(ϕα, z1)−G(ϕα, z2)‖ � c(‖z1‖+ ‖z2‖)‖z1 − z2‖,

where constant c is independent of z1, z2, and α.
d) Let ‖z‖ � 1/2 and |α1 − α2| � (2 sup

α
‖ϕ′
α‖)−1. Then

‖G(ϕα1 , z)−G(ϕα2 , z)‖ � c‖z‖|α1 − α2|,

where constant c is independent of α1, α2, and z.

Proof. a) By virtue of Assumption II c) operator f ′(ϕα + τz) ∈ [H,H ] and is
continuous with respect to τ for τ ∈ [0, t] in the norm of the space [H,H ]. Therefore

(1.6) f(ϕα + z)− f(ϕα) =
∫ 1

0

f ′(ϕα + τz)z dτ

and, consequently, G(ϕα, z) ∈ H .
b) By virtue of equation (1.6) and Assumption II c), we have

G(ϕα, z) =
∫ 1

0

[f ′(ϕα + τz)− f ′(ϕα)]z dτ,(1.7)

‖G(ϕα, z)‖ �
∫ 1

0

‖|f ′(ϕα + τz)− f ′(ϕα)|‖ dτ‖z‖ � 2c
∫ 1

0

τ dτ‖z‖2.

(1.8)

c) By virtue of (1.7), we have

G(ϕα, z1)−G(ϕα, z2) =
∫ 1

0

[f ′(ϕα + τz1)− f ′(ϕα)] dτ(z1 − z2)

+
∫ 1

0

[f ′(ϕα + τz1)− f ′(ϕα + τz2)] dτz2.

Making an estimate similar to (1.8), we obtain the assertion of the lemma.
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d) By virtue of (1.6), we have

G(ϕα1 , z)−G(ϕα2 , z) =
∫ 1

0

[f ′(ϕα1 + τz)− f ′(ϕα2 + τz)] dτz

− [f ′(ϕα1)− f ′(ϕα2)]z.

By virtue of Assumptions I and II c), we have

‖G(ϕα1 , z)−G(ϕα2 , z)‖ �
∫ 1

0

‖|f ′(ϕα1 + τz)− f ′(ϕα2 + τz)|‖ dτ‖z‖

+ ‖|f ′(ϕα1 )− f ′(ϕα2 )|‖ · ‖z‖

� c1‖ϕα1 − ϕα2‖ · ‖z‖

� c1 sup
α
‖ϕ′
α‖ · |α1 − α2| · ‖z‖ � c|α1 − α2| · ‖z‖.

Lemma 1.2. Consider the operator A+f ′(ϕα), acting from H into H. Assume
that Assumptions I–III are satisfied and that |α| � γ, where γ is a sufficiently small
positive number. Then

a) Zero is a simple eigenvalue of operator A+ f ′(ϕα) with eigenfunction ϕ′
α.

All the remaining points of the spectrum σ(A+ f ′(ϕα)) of operator A+ f ′(ϕα)
are contained in a closed angle lying in the left half of the complex plane C; more
precisely, if λ ∈ σ(A + f ′(ϕα)), λ �= 0, then

Reλ+ a2| Imλ|+ b2 � 0,

where a2 and b2 are positive constants independent of α.
b) Operator A + f ′(ϕα) generates an analytic semigroup Uα(t). The semi-

group Uα(t) is representable in the form Uα(t) = Vα(t) + Pα, where ‖|Vα(t)|‖ �
M1 exp(−dt) (M1 and d are independent of α and t; d is an arbitrary number less
than b2) and Pα is an operator of projection onto the kernel of operator A+ f ′(ϕα),
i.e., onto the one-dimensional subspace generated by ϕ′

α.
Operator Pα satisfies a Lipschitz condition with respect to α. We have the

estimate

‖|Vα1(t)− Vα2(t)|‖ � c exp(−dt)|α1 − α2|,

where constant c is independent of α1, α2, and t.
c) Functional Φα, acting on H and defined by the equation (Φαz)ϕ′

α = Pαz (z ∈
H), satisfies a Lipschitz condition with respect to α.

Proof. a) We show first that ϕ′
α satisfies the equation

(1.9) (A+ f ′(ϕα))ϕ′
α = 0.

(We cannot differentiate equation (1.2) (in which ϕα replaces u) directly with
respect to α to obtain (1.9) since operator A is unbounded.)
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Let λ0 be a regular point of operator A. Then letting R= (A−λ0I)−1 (R : H→
H), we have

(A− λ0)(ϕα − ϕ0) + λ0(ϕα − ϕ0) + f(ϕα)− f(ϕ0) = 0,

ϕα − ϕ0 + λ0R(ϕα − ϕ0) +R[f(ϕα)− f(ϕ0)] = 0.

Differentiating with respect to α, we obtain

ϕ′
α + λ0Rϕ′

α +Rf ′(ϕα)ϕ′
α = 0, (A− λ0)ϕ′

α + λ0ϕ′
α + f ′(ϕα)ϕ′

α = 0,

from which (1.9) follows.
In the complex plane we consider a circle Γ with center at the origin and of

radius b1/2. (By virtue of Assumption III b) all the points of circle Γ are regular
points of operator A + f ′(ϕ0).) Since for sufficiently small γ the norm of operator
f ′(ϕα)− f ′(ϕ0) ∈ [H,H ] is small and operator A+ f ′(ϕ0) has one simple eigenvalue
inside Γ, then operatorA+f ′(ϕ0)+ [f ′(ϕα)−f ′(ϕ0)] also has one simple eigenvalue
inside Γ (see [Gokh 1]). Taking (1.9) into account, we find that zero is a simple
eigenvalue of operator A+ f ′(ϕα) and all the remaining points inside Γ are regular
points.

Since operator A+ f ′(ϕα) generates an analytic semigroup, its spectrum then
lies in the angle

Reλ+ a3| Imλ| − b3 � 0

(a3, b3 > 0). On the other hand, for an arbitrary compact domain of the complex
plane, not containing the spectrum of operator A + f ′(ϕ0), the number γ can be
chosen so small that all the points of this domain will be regular points of operator
A+ f ′(ϕα) for |α| � γ. The assertion of the lemma then follows from this.

b) The semigroup Uα(t) generated by the operator A + f ′(ϕα) can be repre-
sented in the form

Uα(t) =
∫
Π

exp(λt)Rα(λ) dλ, Rα(λ) ≡ (A+ f ′(ϕα)− λI)−1,

Π = {λ ∈ C : Reλ + a4| Imλ| − b4 � 0, a4, b4 > 0, and do not depend on α}.
Here Rα(λ) is the resolvent of operator A + f ′(ϕα); contour Π is traversed in the
positive direction. Taking into account the analyticity of Rα(λ) with respect to λ
for λ /∈ σ(A + f ′(ϕα)) and an estimate for the resolvent, we have

Uα(t) = Vα(t) + Pα, Vα(t) ≡
∫
Π′

exp(λt)Rα(λ) dλ,

Pα ≡
∫
Γ

exp(λt)Rα(λ) dλ, Π′ = {λ ∈ C : Reλ+ a5| Imλ|+ d = 0}.

Here d is an arbitrary number smaller than b2; a5 > 0; and a5 and d are independent
of α. An estimate of ‖|Vα(t)|‖ is made directly, while Pα =

∫
ΓRα(λ) dλ in view
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of the analyticity of (exp(λt) − 1)Rα(λ) inside Γ. Pα is the operator of projection
onto the kernel of operator A+ f ′(ϕα) (see [Gokh 1]). We have

Pα1 − Pα2 =
∫
Γ

Rα2(λ)(f
′(ϕα2)− f ′(ϕα1))Rα1 (λ) dλ,

Vα1 (t)− Vα2(t) =
∫
Π′

exp(λt)Rα2 (λ)(f
′(ϕα2 )− f ′(ϕα1 ))Rα1(λ) dλ.

Hence,

‖|Pα1 − Pα2 |‖ � c1‖|f ′(ϕα2)− f ′(ϕα1)|‖ � c|α1 − α2|,
‖|Vα1(t)− Vα2 (t)|‖ � c1 exp(−dt)‖|f ′(ϕα2)− f ′(ϕα1)|‖ � c|α1 − α2| exp(−dt).

c) Let ψ be a linear continuous functional on H such that ψϕ′
0 = 1. Then

Φαzψϕ′
α = ψPαz, Φα = ψPα/ψϕ

′
α (since, for sufficiently small γ, ψϕ′

α = 1 +
ψ(ϕ′

α −ϕ′
0) �= 0). Fulfillment of the Lipschitz condition for Pα and ϕ′

α with respect
to α implies fulfillment of a Lipschitz condition for the functional Φα.

Proof of Theorem 1.1. We consider the system of equations

z(t) = Vα(t)(u − ϕα) +
∫ t

0

Vα(t− s)G(ϕα, z(s)) ds

− Pα
∫ ∞

t

G(ϕα, z(s)) ds ≡ Λ(α, z),

(1.10)

α = Φα(u − ϕ0)− Φα(ϕα − ϕ0 − αϕ′
α)

+ Φα
∫ ∞

0

G(ϕα, z(s)) ds ≡ h(α, z)
(1.11)

(u is an arbitrary element of space E such that ‖u − ϕ0‖ � ε; G(ϕα, z) was
introduced in Lemma 1.1; and Vα(t), Pα, and Φα were introduced in Lemma 1.2).
By a solution of system (1.10), (1.11) we mean a pair (α, z(t)), where α is a number
from the interval (−α, α) and z(t) is a trajectory in H , continuous with respect
to t (z(t) ∈ H for t ∈ [0,∞)), such that ‖z(t)‖ exp(bt) is bounded by a constant,
independent of t for t∈ [0,∞) (b is a number from the interval (0, d); the condition of
boundedness for ‖z(t)‖ exp(bt) makes it possible to assert existence of the integrals
in (1.10), (1.11)).

We prove the existence of a solution of system (1.10), (1.11) by the contraction
mapping method. Consider the set S of pairs (α, z(t)):

S = {(α, z(t)) : α ∈ (−α0, α0), ‖z(·)‖b,µ ≡ µ sup
t
ebt‖z(t)‖ � r,

z(t) is continuous with respect to t}.

Set S is a complete metric space with respect to the distance

ρ((α1, z1(·)), (α2, z2(·))) = |α1 − α2|+ ‖z1(·)− z2(·)‖b,µ.

We show that numbers ε, µ, α, and r can be chosen so that operator (h,Λ) takes
S into itself and is a contraction operator. (Continuity of Λ(α, z) with respect to t
is obvious.)
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We have the following estimates (constant c is independent of ε, α0, r, and µ):

|h(α, z)| � c
(
ε+ α20 +

r2

µ2

)
,(1.12)

‖Λ(α, z)‖b,µ � c
(
εµ+ α0µ+

r2

µ

)
,(1.13)

(1.14)
|h(α1, z1)− h(α2, z2)|� c

(
ε+ α20 + α0 +

r

µ
+
r2

µ2

)
|α1 − α2|

+c
r

µ2
‖z1(·)− z2(·)‖b,µ,

(1.15)
‖Λ(α1, z1)− Λ(α1, z2)‖b,µ � c

(
εµ+ α0µ+ µ+

r2

µ
+ r
)
|α1 − α2|

+c
r

µ
‖z1(·)− z2(·)‖b,µ.

These estimates are obtained directly upon taking Lemmas 1.1 and 1.2 into account.
For example, let us obtain the estimate (1.12). We have (‖ · ‖′ indicates the norm
of a functional over space H)

|h(α, z)| � ‖Φα‖′‖u− ϕ0‖+ ‖Φα‖′‖ϕα − ϕ0 − αϕ′
α‖+ ‖Φα‖′

∞∫
0

‖G(ϕα, z(t))‖ dt

� c1ε+ c2α2 + c3
∞∫
0

‖z(t)‖2 dt � c1ε+ c2α2 +
c4
µ2
‖z(·)‖2b,µ

∞∫
0

e−2btdt

� c
(
ε+ α20 +

r2

µ2

)
.

The other estimates are obtained in a similar way. It follows from estimates (1.12)–
(1.15) that in order for operator (h,Λ) to take S into itself and be contractive it is
necessary that the following conditions be satisfied:

(1.16)

εµ+ α0µ+ µ+
r2

µ
+ r + ε+ α20 +

r

µ
+
r2

µ2
� 1

2c
,

r

µ
+
r

µ2
� 1

2c
,

c

(
ε+ α20 +

r2

µ2

)
� α0,

c

(
εµ+ α0µ+

r2

µ

)
� r.

This system of inequalities is solvable with respect to µ, ε, α0, and r. Indeed, taking
µ to be an arbitrary number less than µ0, r = µ3, ε = µ4, α0 = µ5/2, we obtain
a solution of system (1.16) (µ0 = min(1, (324c2)−1, µ1), where µ1 is sufficiently
small so that in deriving the estimates (1.12)–(1.15) we can apply the results of
Lemmas 1.1 and 1.2).
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Thus, we have proved the existence of a solution (α, z(t)) of system (1.10),
(1.11) and have obtained the estimate

(1.17) ‖z(t)‖ � r

µ
e−bt.

Equation (1.11) yields

Φα(u− ϕα) + Φα
∫ ∞

0

G(ϕα, z(t)) dt = 0.

Therefore, using (1.10), we see that the solution (α, z(t)) we obtained satisfies the
equation

(1.18) z(t) = Uα(t)(u − ϕα) +
∫ t

0

Uα(t− s)G(ϕα, z(s)) ds.

It follows from (1.18) that z(t) is a solution of the equation

dz

dt
= Az + f(z + ϕα)− f(ϕα)

with initial condition z(0) = u − ϕα (smoothness of z(t) follows from (1.18)).
Therefore, u(t) = z(t) + ϕα is a solution of equation (1.1) with initial condition
u(0) = u, and, by virtue of (1.17), we obtain (1.4) (where M = r/µ).

Uniqueness of solution u(t) of equation (1.1) may be proved by the usual
methods. This completes the proof of the theorem.

In what follows, we require a theorem concerning stability for the case in which
the stationary equation (1.2) has a unique solution ϕ0, and not an entire family
of solutions ϕα. (By uniqueness, here, we mean the isolatedness of ϕ0 from other
stationary solutions, i.e., the absence of other stationary solutions in a sufficiently
small ball ‖u − ϕ0‖ � ε, u ∈ E, u − ϕ0 ∈ H .) Let us assume that Assumption II
(in which we take α = 0) and Assumption III a) are satisfied, and also that (1.3) is
satisfied for all λ ∈ σ(L). We then have the following theorem.

Theorem 1.2. There exists a positive number ε such that for arbitrary u ∈ E
satisfying the condition ‖u−ϕ0‖ � ε the solution u(t) of equation (1.1), with initial
condition u(0) = u, exists in space E for all t ∈ [0,∞), is unique, and satisfies the
estimate

‖u(t)− ϕ0‖ �Me−bt,

where b is an arbitrary number less than b1, and M is independent of u and t.

This result is well known and its proof is similar to that of Theorem 1.1.

§2. Stability of planar waves to spatial perturbations

In this section we apply the results obtained to the study of the stability
of a one-dimensional traveling wave with respect to one-dimensional and multi-
dimensional perturbations. In §2.1 we consider one-dimensional perturbations,
small with respect to a uniform norm; in §2.2 we consider multi-dimensional
perturbations in Sobolev spaces.



226 5. STABILITY AND APPROACH TO A WAVE

2.1. Stability in space C. We assume the existence of a traveling wave with
speed c, and we consider the corresponding system of equations in coordinates
connected with the wave front,

(2.1)
∂u

∂t
= a

∂2u

∂x2
+ c
∂u

∂x
+ F (u),

so that the traveling wave w(x) is a stationary solution of this system. As usual, we
assume that w(x) is continuous, bounded, and has bounded continuous derivatives
to the second order; we also assume existence of the limits

(2.2) lim
x→±∞

w(x) = w±.

As the space E, indicated in §1, we select the space C of vector-valued functions,
defined on the entire axis R, and continuous and bounded. We denote the norm in
this space by ‖ ‖:

(2.3) ‖u‖ = sup |u(x)| for x ∈ R,

where | | is the norm in the Euclidean space Rn. As the space H , we select the
space Cσ of vector-valued functions u ∈ C, such that

limu(x)(1 + eσx) = 0 as |x| → ∞,

where σ is a given nonnegative number. The norm in this space is given by

(2.4) ‖u‖σ = sup |u(x)(1 + eσx)| for x ∈ R

(obviously, for σ = 0 norms (2.3) and (2.4) are equivalent).
Along with the real space Cσ we also consider a complex space Cσ, which is

defined in exactly the same way as the real space. The elements of this latter
space are complex vector-valued functions u(x), while the norm is defined by equa-
tion (2.4), where | | is the norm in the complex n-dimensional space. Transition to
the complex space is necessary for the study of the spectrum of linearized problems.
Nonlinear problems are considered in the real space.

We introduce operator L acting in the complex space Cσ and defined by the
equation

(2.5) Lu = au′′ + cu′ + F ′(w)u,

where F ′(w) is the matrix of first derivatives of the vector-valued function F (w)
(the right-hand side in (2.5) is the result of linearizing the right-hand side of
equation (2.1) on the wave w). As the domain of definition D(L) of operator
L we take the space C2

σ of all u ∈ Cσ, such that u′ and u′′ belong to Cσ.
We let B(x) = F ′(w(x)) and

B± = limB(x) as x→ ±∞.

We now indicate how stability is to be understood.

Definition 2.1. A wave w(x) is said to be asymptotically stable with shift
according to the norm ‖ ‖σ, if there exists a positive number ε such that for an
arbitrary real vector-valued function u0(x) ∈ C with u0 − w ∈ Cσ, ‖u0 − w‖σ < ε,
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the solution u(x, t) of system (2.1) with initial condition u(x, 0) = u0(x) exists for
all t > 0, is unique, u(x, t)− w(x) ∈ Cσ, and satisfies the estimate

‖u(x, t)− w(x + h)‖σ �Me−bt,

where h is a number depending on u0(x); M > 0 and b > 0 are independent of t,
h, and u0(x).

Definition 2.2. A wave w(x) is said to be asymptotically stable according to
the norm ‖ ‖σ if there exists a positive number ε such that for an arbitrary real
vector-valued function u0(x) ∈ C, with u0 − w ∈ Cσ, ‖u0 − w‖σ � ε, the solution
u(x, t) of system (2.1) with initial condition u(x, 0) = u0(x) exists for all t > 0, is
unique, u(x, t)− w(x) ∈ Cσ, and satisfies the estimate

‖u(x, t)− w(x)‖σ �Me−bt,

where M > 0 and b > 0 are independent of t and u0(x).

Stability in the sense of Definition 2.2 is the usual asymptotic (and even
exponential) stability in the Lyapunov sense.

We now formulate conditions under which stability will be proved.

Condition 1. The derivative w′(x) belongs to the space Cσ and operator L
has a simple zero eigenvalue, and no other eigenvalues with a nonnegative real part.

Condition 1
′
. The derivative w′(x) does not belong to the space Cσ and all

the eigenvalues of operator L have negative real parts.

Condition 2. For arbitrary real ξ all eigenvalues of the matrix

−aξ2 +B−

have negative real parts.

Condition 3. For arbitrary real ξ all eigenvalues of the matrix

a(iξ − σ)2 + (B+ − σc)

have negative real parts.

A theorem concerning stability may be stated as follows.

Theorem 2.1. Suppose that Conditions 1, 2, and 3 are satisfied. Then wave
w(x) is asymptotically stable with shift according to the norm ‖ ‖σ.

Suppose that Conditions 1′, 2, 3, are satisfied. Then wave w(x) is asymptoti-
cally stable according to the norm ‖ ‖σ.

The proof of this theorem is based on the use of results from §1. It will be
presented below. As a preliminary step, we consider properties of operator L in the
space Cσ.

We introduce operator T : Tu = (1 + eσx)u, acting from space Cσ to space
C0. Obviously, it is defined over all of Cσ, is bounded, and has a bounded inverse
defined on all of C0: T−1u = (1 + eσx)−1u.
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It is easy to verify that

(2.6) T−1C2
0 = C2

σ.

We consider next the operator

(2.7) L̃ = TLT−1.

This operator acts in C0 and has the domain of definition C2
0 . Operator L̃ can

be written in explicit form: for v ∈ C2
0

(2.8) L̃v = av′′ + (c− 2g1a)v′ + [g2a− g1c+B(x)]v,

where

(2.9) g1 =
σeσx

1 + eσx
, g2 =

σ2eσx(eσx − 1)
(1 + eσx)2

.

Lemma 2.1. Operator L has a dense domain of definition. For Reλ> k, where
k is a sufficiently large number, operator (λ − L)−1 exists, is defined on all of Cσ,
and satisfies the estimate

(2.10) ‖(λ− L)−1‖σ � c

1 + |λ| ,

where c is a positive constant.

Proof. We show first that operator L has a dense domain of definition, i.e.,
that C2

σ is dense in Cσ. Let u ∈ Cσ and v = Tu ∈ C0. Let

vρ(x) =
∫ +∞

−∞
ωρ(x − y)v(y) dy,

where ωρ(x) is a twice continuously differentiable averaging kernel. It is readily
verified that vρ(x) ∈ C2

0 and that for arbitrary ε > 0 there exists a ρ so small that
‖v− vρ‖ < ε. Let uρ = T−1vρ. Then, from (2.6), uρ ∈ C2

σ and we have the estimate

‖u− uρ‖σ = ‖T−1v − T−1vρ‖σ � ‖v − vρ‖ < ε.

We conclude from this that C2
σ is dense in Cσ.

It follows from (2.7) that operator

(2.11) L̃− λ = T (L− λ)T−1

has an inverse, defined on all of C0.
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We consider first the principal term of this operator (L̃0−λ)v = av′′−λv. The
solution of the equation

av′′ − λv = f(x) (f(x) ∈ C0)

can be written explicitly for Reλ > 0:

v(x) =
∫ +∞

−∞
Γ(x− y)f(y) dy,

where
Γ(x) = −1/2

√
λ−1a−1 exp(−

√
λa−1|x|),

which may be verified directly by substitution. It is easy to see that u(x) ∈ C2
0 ,

and we have the estimate

(2.12)
|v(x)| � K‖f‖|λ|−1/2

∫ +∞

−∞
exp(−Re

√
λµ1|x− y|) dy

= 2K‖f‖|λ|−1/2(Re
√
λµ1)−1.

Here K is a positive constant; µ1 is the minimal eigenvalue of the matrix
√
a−1.

For Reλ > 0,
√
λ lies in the angle | Imλ| � Reλ, and, therefore,

√
|λ| � 2Re

√
λ.

From (2.12) we now obtain the estimate

(2.13) ‖v‖ � K1|λ|−1‖f‖, i.e., ‖(L̃0 − λ)−1‖ � K1|λ|−1 (Reλ > 0).

Consider now the operator L̃− λ = (L̃0 − λ) + L̃1, where

L̃1v = (c− 2g1a)v′ + [g2a− g1c+B(x)]v.

Using the estimate

(2.14) ‖v′‖ � δ‖v′′‖+ 2δ−1‖v‖,

where δ is an arbitrary positive number (see the Remark), we obtain

(2.15) ‖L̃1v‖ � ε‖L̃0v‖+ cε‖v‖,

where ε is an arbitrary number, which may be chosen sufficiently small, and cε is a
positive constant depending on ε.

The equation
(L̃− λ)v = f (f ∈ C0)

can obviously be written in the form

(2.16) [I + L̃1(L̃0 − λ)−1](L̃0 − λ)v = f.

For Reλ > 0, we have the following estimate, based on (2.15) and (2.13):

(2.17)
‖L̃1(L̃0 − λ)−1‖ � ε‖L̃0(L̃0 − λ)−1‖+ cε‖(L̃0 − λ)−1‖

� ε(1 +K1) + cεK1|λ|−1.

Therefore, for sufficiently small ε and large |λ|, the operator L̃1(L̃0 − λ)−1 has
norm less than 1. Consequently, operator I + L̃1(L̃0 − λ)−1 has a bounded inverse
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in C0. This means that for these λ the equation (2.16) is solvable for an arbitrary
right-hand side f . From (2.17) and (2.13) we also obtain the estimate

‖(L̃− λ)−1‖ � ‖(L̃0 − λ)−1‖ · ‖(I + L̃1(L̃0 − λ)−1)−1‖ � K2|λ|−1.

From (2.11) we now have a similar estimate for (L − λ)−1, which, obviously,
can be written in the form (2.10) for |λ| sufficiently large. This completes the proof
of the lemma.

Remark. We present a proof for the estimate (2.14). Let vk be the real or
imaginary part of an arbitrary element of vector v, let x be an arbitrary point of
the real axis, and let [α, β] be an arbitrary interval of length δ containing the point
x. Then there exists a point xk ∈ [α, β] such that v′k(xk) = [vk(β) − vk(α)]δ−1.

Further, we have

v′k(x) =
∫ x

xk

v′′k (s) ds+ v
′
k(xk),

whence

|v′k(x)| �
∫ β

α

|v′′k (s)| ds+ δ−1(|vk(β)|+ |vk(α)|),

and, after simple manipulations,

|v′(x)| � δ‖v′′‖+ 2δ−1‖v‖.

Proof of the theorem. We prove the first assertion of the theorem. Proof
of the second is similar (and even simpler). It is necessary for us to verify that
Assumptions I–III, introduced in §1, are satisfied. Equation (2.1) can obviously be
written in the form (1.1) in space C. The single-parameter family of solutions in
the given case is w(x + α), where w(x) is a traveling wave and α is an arbitrary
real number. We shall not give the proof here of the fact that Assumptions I and II
are satisfied, since this is elementary. We prove that Assumption III is satisfied.
By the lemma, operator L is the generator of an analytic semigroup in space Cσ (a
general theorem concerning the relationship between an estimate of the resolvent
of an operator and the analyticity of a semigroup is given, for example, in [Kra 3]).
It remains to consider the spectrum of operator L. We begin with the operator L̃.
We note that for functions given by equation (2.9), we have

g1(x)→ 0, g2(x)→ 0 as x→ −∞,

g1(x)→ σ, g2(x)→ σ2 as x→ +∞.

Therefore, we obtain the following structure of the continuous spectrum of
operator L̃ (see [Hen 1, Vol 10], and Chapter 4). Let M be the union of the
domains lying inside the curves described by the eigenvalues of the matrices

−aξ2 + (c− 2σa)iξ + (aσ2 + cσ +B+)

and−aξ2−ciξ+B− for−∞<ξ <+∞, and of the points of these curves themselves.
Then the continuous spectrum of operator L̃ is contained in M . But, by virtue of
Conditions 2 and 3, these curves lie in the left half-plane, and, as is readily seen, at
some positive distance from the imaginary axis. Moreover, as ξ→±∞, they behave
asymptotically as parabolas. It follows from this that the continuous spectrum of
operator L̃ lies inside the angle (1.3), subject to suitable choice of a1 and b1. In
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addition, outside of this angle there is only a finite number of points of the discrete
spectrum.

We return now to operator L. We conclude from (2.7) that the regular points
of operators L and L̃ coincide. It therefore follows for operator L also that its
whole spectrum, except for a finite number of points, lies inside angle (1.3). But,
by virtue of Condition 1, all the eigenvalues of operator L, with the exception of
the point 0, lie in the left half-plane. Therefore, varying a1 and b1, if necessary, we
can contain the whole spectrum of operator L, with the exception of point 0, inside
the indicated angle.

Thus we see that Assumptions I–III are satisfied for the case in question
and, therefore, the first assertion of the theorem follows from the assertion of
Theorem 1.1.

2.2. Stability in Sobolev spaces. In this section we apply results obtained
in §1 to study the stability of a one-dimensional traveling wave with respect to
spatial perturbations in Sobolev spaces.

We consider the system of equations

(2.18)
∂u

∂t
= a∆u+ F (u), y = (y1, y2, y3) ∈ Ω

with the boundary condition
∂u

∂ν

∣∣∣∣
∂Ω

= 0.

Here ∆ is the Laplace operator with respect to y = (y1, y2, y3), Ω is a cylinder in
R
3, Ω = {(y1, y2, y3) ∈ R

3 : y3 ∈ R
1, (y1, y2) ∈ G}, where G is a bounded domain in

R2 with a sufficiently smooth boundary ∂G, a is a diagonal matrix of order m×m
with constant positive elements on the main diagonal, u and F are vector-valued
functions, u = (u1, . . . , um), F = (F1, . . . , Fm) ∈ C(l+2)(Rm), where l is an integer
greater than one, and ν is the normal to ∂Ω.

Assume that equation (2.18) has a solution in the form of a wave w(y3 + ct),
w(x3) = (w1(x3), . . . , wm(x3)) ∈ C2(R1) traveling with speed c (c > 0), and that
w(x3)→w± as x3→±∞. Then in the coordinates (t, x1, x2, x3) = (t, y1, y2, y3+ct),
connected with the front of the traveling wave, equation (2.18) has the form

(2.19)
∂u

∂t
= a∆u− c ∂u

∂x3
+ F (u), x = (x1, x2, x3) ∈ Ω

with the boundary condition

(2.20)
∂u

∂ν

∣∣∣∣
∂Ω

= 0

and w(x3) is a solution of the stationary (with respect to (2.19)) equation

(2.21) a
d2w

dx23
− c dw
dx3

+ F (w) = 0, x3 ∈ R
1.

We assume that the vector-valued function w(x3) − w+ is summable on the semi-
axis x3 > 0, that w(x3) − w− is summable on the semi-axis x3 < 0, and that
dw/dx3 ∈ L2(R1).

We shall prove stability with shift of the vector-valued function w(x3) as a
stationary solution of equation (2.19), with the boundary condition (2.20), when
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Conditions 1–3 are satisfied; for the case in question, these conditions have the
following form (throughout the sequel Hr(Ω) denotes the Sobolev space of vector-
valued functions, given in Ω and square-summable, together with their derivatives
to order r; ‖ · ‖r is the norm in the space Hr(Ω); l is a number determining the
smoothness of F (u); F ′(w) is the Jacobian, i.e., the matrix with elements ∂Fi/∂wj ,
i, j = 1, . . . ,m):

Condition 1. The operator

a∆u− c ∂u
∂x3

+ F ′(w)u,

considered in the space H l(Ω) with domain of definition

H l+2
0 (Ω) = {u ∈ H l+2(Ω):

∂u

∂ν

∣∣∣∣
∂Ω

= 0},

has a simple zero eigenvalue and no other eigenvalues with nonnegative real parts.

Condition 2. Operator
a∆′v − aξ2v + F ′(w+)v,

considered in the space H l(G) with domain of definition H l+2
0 (G), has no eigenval-

ues with nonnegative real parts for any ξ ∈ R1. (∆′ is the Laplace operator with
respect to (x1, x2).)

Condition 3. There exists a nonnegative number σ such that the operator

a∆′v + a(iξ + σ)2v + (F ′(w−)− cσ)v,

considered in the space H l(G) with domain of definition H l+2
0 (G), has no eigenval-

ues with nonnegative real parts for any ξ ∈ R1.

Definition 2.3. By the space Hr,h(Ω) (h � 0, r is a nonnegative integer) we
mean the space of vector-valued functions u(x), given in Ω and such that

u(x)(1 + e−hx3) ∈ Hr(Ω).

(Note that Hr,0(Ω) = Hr(Ω).)
The space Hr,h(Ω), in which we introduce the norm

‖u‖r,h = ‖u(x)(1 + e−hx3)‖r,

is a Banach space.

Lemma 2.2. The norm ‖u‖r,h is equivalent to the norm(∫
Ω

∑
|β|�r

|Dβu|2|1 + e−hx3|2dx
)1/2

,

where β is a multi-index, β = (β1, β2, β3), |β| = β1 + β2 + β3, and

Dβ = Dβ1
1 D

β2
2 D

β3
3 ,

where Dj is the operator of differentiation with respect to xj (j = 1, 2, 3).

The proof of the lemma is obvious.

Theorem 2.2. Let Conditions 1–3 above be satisfied.
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a) Suppose that the vector-valued function w′(x3) ∈H l,σ(Ω). Then there exists
a positive number ε such that for an arbitrary continuous vector-valued function
u(x), given in Ω and such that u(x)−w(x3) ∈ H l,σ(Ω), ‖u(x)−w(x3)‖l,σ � ε, the
solution u(x, t) of equation (2.19), with the initial condition u(0, x) = u(x), exists
for all t ∈ [0,∞), is unique, u(x, t)− w(x3) ∈ H l,σ(Ω), and satisfies the estimate

‖u(x, t)− w(x3 + α)‖l,σ �Me−bt,

where α is a number depending on u(x), and M and b are independent of t, α, and
u(x).

b) Suppose that the vector-valued function w′(x3) /∈H l,σ(Ω). Then there exists
a positive number ε such that for an arbitrary continuous vector-valued function
u(x), given in Ω and such that u(x)−w(x3) ∈ H l,σ(Ω), ‖u(x)−w(x3)‖l,σ � ε, the
solution u(x, t) of equation (2.19) with initial condition u(x) exists for all t ∈ [0,∞),
is unique, u(x, t)− w(x3) ∈ H l,σ(Ω), and satisfies the estimate

‖u(x, t)− w(x3)‖l,σ �Me−bt,

where the positive numbers M and b are independent of u(x) and t.

The proof of the theorem is based on use of the results from §1. We consider
case a) of the theorem. As the space H we take the space H l,σ(Ω), and as the space
E we take the space C(Ω) of functions continuous and bounded in cylinder Ω. We
show that in this case all the conditions of Theorem 1.1 are satisfied, namely:

1. H l,σ(Ω) ⊂ C(Ω). (A consequence of the imbedding theorem.)
2. Equation (2.21) has a one-parameter family of solutions wα belonging to

C(Ω). (As wα we take w(x3 + α).)
3. The derivative of the stationary solution w(x3 + α) with respect to α exists,

taken in the norm of the space H l,σ(Ω).
We show first that F (w) ∈ H l,σ(Ω). We show the proof for l = 2. (The proof

for l > 2 is handled similarly, but involves more complex calculations.) We have
(throughout the sequel we omit summation signs over those indices appearing in
the numerator and denominator of expressions; the summation everywhere is from
1 to m)

(2.22)

d

dx3
F (w) =

∂F

∂wi

∂wi
∂x3

,

d2

dx23
F (w) =

∂2F

∂wi∂wj

∂wi
∂x3

∂wj
∂x3

+
∂F

∂wi

d2wi
dx23

.

By virtue of the condition w′(x3) ∈ H l,σ(Ω), we obtain, using (2.21) and (2.22)
and the interpolational inequalities of Nirenberg (see, for example, [Nir 1]), that
F (w) ∈ H l,σ(Ω).

We have

w(x3 + α+∆α)− w(x3 + α)
∆α

− w′(x3 + α)

=
∫ 1

0

(∫ 1

0

w′′(x3 + α+ tτ∆α) dτt∆α
)
dt ≡ A(x3).

Since F (w) ∈ H l,σ(Ω), it then follows from the stationary equation (2.21) that
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w′′(x3) ∈ H l,σ(Ω). Therefore,

‖A‖2l,α � c
+∞∫

−∞

l∑
k=0

∣∣∣∣ dkdxk3A(x3)
∣∣∣∣2(1 + e−σx3)2dx3

� c
+∞∫

−∞

dx3

1∫
0

dt

1∫
0

l∑
k=0

∣∣∣∣ dkdxk3 w′′(x3 + α+ tτ∆α)
∣∣∣∣2(∆α)2(1 + e−σx3)2dτ

� c1(∆α)2‖w′′‖2l,σ.

Hence ∥∥∥∥w(x3 + α+∆α) − w(x3 + α)
∆α

− w′(x3 + α)
∥∥∥∥
l,σ

∆α→0−−−−→ 0

which means that w′(x3+α) is also the derivative of the stationary solution w(x3+
α) with respect to α, taken in the norm of the space H l,σ(Ω).

4. The derivative w′(x3 + α) satisfies a Lipschitz condition with respect to α
in the norm of the space H l,σ(Ω).

We have

w′(x3 + α)− w′(x3) =
∫ 1

0

w′′(x3 + αt) dtα ≡ B(x3),

‖w′(x3 + α)− w′(x3)‖2l,σ � c
∫ +∞

−∞

l∑
k=0

∣∣∣∣ dkdxk3 B(x3)
∣∣∣∣2(1 + e−σx3)2dx3

� c
∫ +∞

−∞

∫ 1

0

l∑
k=0

∣∣∣∣ dkdxk3 w′′(x3 + αt)
∣∣∣∣2(1 + e−σx3)2dt dx3α2 � c1α2‖w′′‖2l,σ.

5. The vector-valued function F (u), considered as an operator in C(Ω), has a
first Gateaux differential, continuous with respect to u.

This condition is satisfied by virtue of the smoothness of F (u). Matrix F ′(u)
is the Gateaux derivative of operator F (u).

6. Matrix F ′(w + v) is a bounded operator of multiplication in H l,σ(Ω) for
v ∈ H l,σ(Ω).

As we did above, we give the proof for l = 2. We have (omitting summation
signs, j, s = 1, 2, 3)

(2.23)

F ′(w + v)u =
∂F

∂wi
ui,

∂

∂xj
(F ′(w + v)u) =

∂F

∂wi

∂ui
∂xj

+
∂2F

∂wi∂wk

∂(wk + vk)
∂xj

uj ,

∂2

∂xj∂xs
(F ′(w + v)u) =

∂F

∂wi

∂2ui
∂xj∂xs

+
∂2F

∂wi∂wk

∂(wk + vk)
∂xs

∂ui
∂xj

+
∂2F

∂wi∂wk

∂(wk + vk)
∂xj

∂ui
∂xs

+
∂2F

∂wi∂wk

∂2(wk + vk)
∂xj∂xs

ui

+
∂3F

∂wi∂wk∂wp

∂(wk + vk)
∂xj

∂(wp + vp)
∂xs

ui.
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Using formulas (2.23), the conditions u, v ∈H l,σ(Ω), and Nirenberg’s interpolation
inequalities, we obtain

‖F ′(w + v)u‖l,σ � c‖u‖l,σ.

7. Operator F ′(w + v), considered in the space H l,σ(Ω), satisfies a Lipschitz
condition with respect to v ∈ H l,σ(Ω), ‖v‖l,σ � 1.

Using formulas (2.23), estimates of the type

sup
x

∣∣∣∣∂F (w + v)
∂wi

− ∂F (w + v)
∂wi

∣∣∣∣ � c sup
x
|v − v|,

and Nirenberg’s interpolational inequalities, we obtain

‖|F ′(w + v)− F ′(w + v)|‖ � c‖v − v‖l,σ.

8. Operator

Lu = a∆u− c ∂u
∂x3

+ F ′(w)u,

acting in H l,σΩ with domain of definition H l+2,σ(Ω) ∩ H l+2
0 (Ω), is the generator

of an analytic semigroup and the structure of its spectrum is as described in
Assumption III c).

Let
ψ(x3) = (1 + e−σx3)−1.

We consider operator L, acting in H l(Ω) and having domain of definition H l+2
0 (Ω),

Lv = a∆v − (c− 2σ(1− ψ)a) ∂v
∂x3

+ [F ′(w) + aσ2(1− ψ)(1 − 2ψ)− cσ(1 − ψ)]v.

Operator L is the generator of an analytic semigroup and it follows from the results
of the preceding chapter that when Conditions 2 and 3 are satisfied the spectrum
of operator L has the following structure: outside of some closed angle, entirely
contained in the open left half of the complex plane, there can be only a finite
number of eigenvalues; the remaining points outside of this angle are regular points.

We have the following equalities:

L =
1
ψ
Lψ, L = ψL

1
ψ
.

It follows from this that operator L is the generator of an analytic semigroup and
its spectrum coincides with the spectrum of operator L. Using Condition 1, we find
that the structure of the spectrum of operator L is as described in Assumption III b).

This completes the proof of part a) of the theorem. To prove part b) we need to
verify that the conditions of Theorem 1.2 are satisfied, which, in fact, has already
been done. This completes the proof of the theorem.

Remark. As examples show, the requirement that the zero eigenvalue be
simple (see Condition 1) is essential for the presence of exponential stability.

We consider, as an example of an application of Theorem 2.2, the case of a
single equation (i.e., m = 1 in (2.18)–(2.21)). (Similar considerations for systems
are taken up in §4.)

Let w(x3) be a strictly monotone function which is a solution of equation (2.21).
(Conditions of smoothness and summability of the functions F and w, presented
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at the beginning of this section, are assumed to be satisfied.) Without loss of
generality, we can assume that a = 1, w− < w+, and c > 0, since an arbitrary
problem can be reduced to this case by the substitutions x3 → x3a

1/2, c → ca1/2

and by the combination of substitutions x3→−x3, u→ 1−u. It is well known that
the condition for the existence of such a traveling wave implies that F ′(w+) � 0
and F ′(w−) � c2/4 (see Chapter 1). Let

F ′(w+) = −δ2, c2/4− F ′(w−) = γ2 (γ, δ � 0).

Lemma 2.3. Let γδ �= 0. Then Conditions 1–3 are satisfied for the problem in
question. The number σ in Condition 3 is selected in the following way: 0 � σ �
c/2 + γ for F ′(w−) < 0, and |σ − c/2| < γ for F ′(w−) � 0.

Proof. It can be shown that the positive eigenfunction of the operator men-
tioned in Condition 1 corresponds to an eigenvalue with maximal real part, and
this eigenvalue is simple (see §4). For the case in question, the positive function
w′(x3) is an eigenfunction corresponding to a zero eigenvalue, whence satisfaction
of Condition 1 follows.

Conditions 2 and 3 are satisfied in view of the requirements δ > 0 and γ > 0,
respectively, for the indicated choice of the number σ.

Thus, in the case of a single equation (and γδ �= 0) the traveling wave w(x3)
is exponentially stable with respect to small initial perturbations belonging to the
space H l,σ(Ω) (the conditions on the number σ are indicated in the lemma).

Of interest here is the question of whether this stability is stability with shift
or without shift. As Theorem 2.2 implies, the answer to this question depends on
whether or not w′(x3) belongs to the spaceH l,σ(Ω) considered, i.e., on the behavior
of w′(x3) as x3 → −∞. For

F ′(w−) < 0 w′(x3) = O(e(c/2+γ)x3) (x3 → −∞),

i.e., w′(x3)∈H l,σ(Ω) (0� σ < c/2+γ), we have stability with shift (Theorem 2.2a)).
When F ′(w) � 0, two cases are possible:

w′(x3) = O(e(c/2+γ)x3) (x3 → −∞)

and

w′(x3) = O(e(c/2−γ)x3) (x3 → −∞)

(see Chapter 1). In the first case, w′(x3) ∈ H l,σ(Ω) (c/2− γ < σ < c/2 + γ), and,
therefore, we have stability with shift (Theorem 2.2a)). In the second case,

w′(x3) /∈ H l,σ(Ω) (c/2− γ � σ < c/2 + γ),

and, therefore, we have stability without shift (Theorem 2.2b)).
Let F ′(w−) � 0 and let the number σ satisfy the inequality σ > c/2 + γ.

Then the traveling wave is unstable in the sense of Lyapunov with respect to small
initial perturbations belonging to the space H l,σ(Ω). The same assertion holds
for F ′(w−) > 0 and number σ satisfying one of the inequalities σ > c/2 + γ,
0 � σ < c/2− γ. These results follow from what will be presented in §3.
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§3. Conditions of instability

In this section we establish the absence of stability with shift for a family ϕα,
α ∈ (−α, α), of stationary solutions of equation (1.2) for the case in which the
problem, linearized on ϕ0, has points of the spectrum in the right half-plane.

The results obtained are applied in proving instability of traveling waves.
Throughout this section we assume that solutions of the problems considered

exist over the whole time interval t ∈ [0,∞).

Theorem 3.1. In Banach space H we consider the equation

(3.1)
dz

dt
= Az + f(z),

where z(t) ∈H for t ∈ [0,∞), A is the generator of an analytic semigroup, f(0) = 0,
and we have the estimate

‖f(z)‖ � c‖z‖2

(c is a constant, independent of z for ‖z‖� 1). Let the spectrum σ(A) of operator A
contain the point λ, λ∈ σ(A), with positive real part : Reλ> 0. Then the stationary
solution z = 0 of equation (3.1) is unstable in the Lyapunov sense.

The theorem proved in [Dal 1], for the case of an unbounded operator A, can
be carried over to the present case without change.

Theorem 3.2. Consider equations (1.1) and (1.2). Assume that Assump-
tions I, II, and III a) are satisfied. Assume that Assumption III b) is not satisfied
and that the spectrum σ(A) contains point λ with a positive real part : Reλ > 0.
Then the family of stationary solutions ϕα is not stable with shift relative to small
initial perturbations from space H, i.e., there exist positive numbers ε and α1 such
that for an arbitrary positive number δ, we can find a u ∈ E such that u− ϕ0 ∈ H,
‖u−ϕ0‖ < δ, and for solution u(t) of equation (1.1) with initial condition u(0) = u
we have, for some T , the estimate

‖u(T )− ϕα‖ � ε

for all α ∈ (−α1, α1).

Proof. Let z(t) = u(t)− ϕ0. Then z(t) satisfies the equation

(3.2)
dz

dt
= Az +G(ϕ0, z)

with initial condition z(0) = u − ϕ0 ∈ H (operator G(ϕ0, z) was introduced in
Lemma 1.1).

By virtue of the estimate

‖G(ϕ0, z)‖ � c‖z‖2 for ‖z‖ � 1

(Lemma 1.1) and Assumption III a) all the conditions of Theorem 3.1 are satisfied.
Therefore there exist numbers ε and T such that for the solution z(t) of equa-
tion (3.2), with initial condition z(0) = u− ϕ0, we have the estimate ‖z(T )‖ � 2ε.
Hence, for all α ∈ (−α1, α1) and sufficiently small α1, we have

‖u(T )− ϕα‖ � ‖u(T )− ϕ0‖ − ‖ϕα − ϕ0‖ � 2ε− cα1 > ε.

This completes the proof of the theorem.
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Remark. If the stationary equation (1.2) has a unique solution ϕ0 (uniqueness
here has the same sense as that in Theorem 1.2), if Assumptions II (for α = 0) and
III a) are satisfied, and if the spectrum of operator A contains a point λ with a
positive real part, we can then state that the stationary solution ϕ0 is unstable in
the Lyapunov sense.

Let us consider problems (2.19)–(2.20) and (2.21). Let all the restrictions on
this problem, described in §2.2, be satisfied, except for Conditions 1–3. Let σ be a
nonnegative number, and let at least one of the following conditions be satisfied:

1. the operator, introduced in Condition 1, has an eigenvalue with a positive
real part and an eigenfunction belonging to the space H l+2,σ(Ω);

2. the operator, introduced in Condition 2, has for some real ξ an eigenvalue
with positive real part;

3. the operator, introduced in Condition 3, has for some real ξ and the number
σ in question, an eigenvalue with a positive real part.

We then have the following theorem.

Theorem 3.3. The family of stationary solutions w(x3 +α) of equation (2.20)
is not stable with shift relative to small spatial perturbations from the space H l,σ(Ω).

The proof involves the application of Theorem 3.2. As has already been verified
in the proof of Theorem 2.2, Assumptions II and III a) are satisfied for the problem
in question. Fulfillment of one of the conditions given before the formulation of the
theorem means (see Chapter 4 and the proof of Theorem 2.2) that the spectrum
σ(L) of the operator

Lu = a∆u− c ∂u
∂x3

+ F ′(ϕ)u,

acting in the spaceH l,σ(Ω) with domain of definitionH l+2,σ(Ω)∩H l+2
0 (Ω), contains

a point λ with a positive real part. If w′(x3) ∈ H l,σ(Ω), then Assumption I is
satisfied and, consequently, Theorem 3.2 is applicable. If w′(x3) /∈ H l,σ(Ω), then,
by virtue of the Remark to Theorem 3.2, w(x3) is unstable in the Lyapunov sense.
Since in this case, w(x3 + α)−w(x3) /∈ H l,σ(Ω), we can then also assert the insta-
bility with shift of the family of stationary solutions w(x3 + α) of equation (2.21).
This completes the proof of the theorem.

Corollary. Assume that at least one of the matrices F ′(w+) and F ′(w−) has
an eigenvalue with positive real part. Then the family of stationary solutions w(x3+
α) of equation (2.21) is not stable with shift relative to small initial perturbations
from the space H l(Ω).

Remark. The results presented above can be carried over to the case of
a many-parameter family of stationary solutions ϕα (i.e., α is a vector, α =
(α1, . . . , αk)) if the multiplicity of the zero eigenvalue of the linearized problem
(see Assumption III b)) coincides with the dimensionality of the space generated by
the system of functions ∂ϕ/∂αi (i = 1, . . . , k).

§4. Stability of waves for monotone systems

In this section we prove the main theorem concerning stability of monotone
waves for monotone systems. We limit ourselves here to one-dimensional perturba-
tions and all discussions will be carried out in weighted spaces C. Similar results
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can also be obtained in Sobolev spaces, previously discussed in §2.2. Stability will
be proved in the weighted norm ‖ · ‖σ (see (2.4)), whereby we assume the following
condition is satisfied.

Condition S. Matrices F ′(w−) and

(4.1) aσ2 − cσ + F ′(w+)

have all their eigenvalues in the left half-plane.

The question concerning the existence of a nonnegative number σ, for which
this condition is satisfied, will be discussed below. It is important to note, in
particular, that if the matrices F ′(w±) have eigenvalues in the left half-plane, the
discussion then concerns stability in the C-norm.

Theorem 4.1. Let us assume that a monotone wave solution w(x) of sys-
tem (2.1) with speed c exists. We assume that F ′(w(x)) is a functionally irreducible
matrix with nonnegative off-diagonal elements and that Condition S is satisfied.
Then if

(4.2) w′(x)eσx → 0 as x→∞,

the wave w(x) is asymptotically stable with shift in the norm ‖ ·‖σ. If condition (4.2)
is not satisfied, the wave w(x) will then be asymptotically stable in the norm ‖ · ‖σ.

Before giving the proof of this theorem, we consider the following lemma.

Lemma 4.1. Let us assume that a real matrix T has nonnegative off-diagonal
elements and a negative principal (i.e., with the maximal real part) eigenvalue. Sup-
pose, further, that S is a complex diagonal matrix whose elements have nonpositive
real parts. Then all the eigenvalues of the matrix T + S have negative real parts.

Proof. Let the vector p > 0 be such that Tp < 0, and let P be a diagonal
matrix with elements of the vector p = (p1, . . . , pn) on the diagonal. Then the sum
of the elements of the rows of the matrix P−1TP is negative. The matrices T + S
and

P−1(T + S)P = P−1TP + S

have identical eigenvalues. Let Tij and Sij be the elements of matrices T and S,
respectively. By a theorem of Gershgorin, the eigenvalues of the matrix P−1TP +S
lie in disks with centers at the points Tjj + Sjj and of radius r,

r =
∑
k �=j
p−1
j Tjkpk.

Since
n∑
k=1

p−1
j Tjkpk +ReSjj < 0,

then all the Gershgorin disks lie in the left half-plane. This completes the proof of
the lemma.

Proof of the theorem. We now need to verify that the conditions for
Theorem 2.1 to be valid are satisfied. Conditions 2 and 3 of §2 follow from
Condition S and the lemma.
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Since w(x) is a monotone function, it follows that w′(x) is of definite sign.
Suppose, for example, that w′(x) < 0. It is easy to see, from the existence of the
limit w−, that

lim
x→−∞

w′(x) = 0.

Let the condition (4.2) be satisfied. Then, obviously,

(4.3) lim
|x|→∞

w′(x)(1 + eσx) = 0.

This means that w′(x) ∈ Cσ. In order to show that the remaining requirements of
Condition 1 are satisfied, we apply Theorem 5.1 of Chapter 4 to the operator L̃,
given by equation (2.8), in the spaceCσ. This can be done since the matrix F ′(w(x))
is functionally irreducible and the limiting values of the matrix of coefficients of v
(as x→ ±∞) have negative principal eigenvalues, by virtue of Condition S.

Further, since Lw′ = 0, then

v = −Tw′ = −(1 + eσx)w′

is a positive solution of the equation L̃v = 0. By (4.3) we have

v(x)→ 0 as |x| → ∞.

Thus, on the basis of the aforementioned Theorem 5.1 of Chapter 4, operator L̃ has
a simple zero eigenvalue and no other eigenvalue with a nonnegative real part in
the space C0. It follows from (2.7) that operator L possesses this property in the
space Cσ, i.e., the requirements of Condition 1 are satisfied. From Theorem 2.1 we
conclude that wave w(x) is asymptotically stable with shift in the norm ‖ · ‖σ.

We assume now that condition (4.2) is not satisfied. Then, obviously, w′(x)
does not belong to space Cσ. In order to prove that the requirements of Condition 1′

of §2 are satisfied, it remains only to verify that all the eigenvalues of operator L
in space Cσ have negative real parts, or the same for operator L̃ in space C0. But
this follows directly from Theorem 5.1 of Chapter 4. We can now use Theorem 2.1,
which implies the asymptotic stability of the wave w(x). The theorem is proved.

Consider now Condition S; more precisely, the possibility of selecting a number
σ � 0 such that the matrix

T (σ) = aσ2 − cσ +B+

has all its eigenvalues in the left half-plane. Here, as above, we have set B± =
F ′(w±). The fact that matrix B− has a negative principal eigenvalue will be
assumed.

Let µ+ be the principal eigenvalue of matrix B+. It is clear that if µ+ < 0, we
can then assume that σ = 0. If µ+ = 0, then when c > 0 (and only this case will
interest us), we can take σ > 0 sufficiently small.

Consider the case µ+ > 0. With this in mind, we introduce the matrix

(4.4) K(τ) = aτ +B+τ
−1 for τ > 0.

This matrix has nonnegative off-diagonal elements. We denote its principal eigen-
value, i.e., the eigenvalue with maximum real part, by µ(t). Let a∗ and a∗ be the
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smallest and the largest, respectively, of the diagonal elements of matrix a. We
then have inequalities

(4.5) a∗τ + µ+τ−1 � µ(τ) � a∗τ + µ+τ−1.

Let us prove, for example, the inequality on the right. We have

K(τ) � a∗τ +B+τ
−1

(inequality applies elementwise). This inequality, as is well known, applies also for
the maximum eigenvalues; the inequality on the right in (4.5) follows from this.

Let
µ∗ = inf µ(τ) for τ > 0.

Obviously, then, it follows from (4.5) that

(4.6) 2(a∗µ+)1/2 � µ∗ � 2(a∗µ+)1/2.

The number µ∗, i.e., the lower bound of the maximum eigenvalues of matrix (4.4),
gives an estimate from below of the wavespeeds. More precisely, we have the
following lemma.

Lemma 4.2. If w(x) is a monotonically decreasing wave solution of the mono-
tone system (2.1) and B+ = F ′(w+) has a positive maximum eigenvalue and (for
n � 2) positive off-diagonal elements, we then have the following inequality for the
speed c of wave w:

(4.7) c � µ∗.

Proof. Based on Lemma 2.4 of Chapter 3, there exists a number τ > 0 and
a vector q > 0, such that T (τ)q = 0. Obviously, τ �= 0, since µ+ > 0. Hence
K(τ)q = cq. Since q > 0, it follows that c is a maximum eigenvalue, i.e., c = µ(τ);
inequality (4.7) follows from this. This completes the proof of the lemma.

We note that the wavespeed can take on the value µ∗. For example, in the case
of the scalar equation with a = 1, we have µ∗ = 2(F ′(w+))1/2. In particular, the
wavespeed takes on such a value in the case of the Kolmogorov-Petrovsky-Piskunov
equation [Kolm 1]. However, as is well known, for positive sources the minimum
wavespeed can be even larger than µ∗. If a is a scalar matrix, it then obviously
follows from (4.6) that µ∗ = 2a1/2∗ (a∗ = a∗).

Theorem 4.2. If B+ has a positive eigenvalue with maximal real part, then for
the existence of a number σ > 0 such that matrix (4.1) has all negative eigenvalues,
it is necessary and sufficient that the following condition be satisfied :

(4.8) c > µ∗.

Proof. It is obvious that the following relationship holds between the eigen-
values of matrices T (τ) and K(τ) with maximal real parts:

(4.9) λ(τ) = (µ(τ) − c)τ,

where λ and µ are eigenvalues with maximal real parts of matrices T and K,
respectively. Let us show the necessity of the condition (4.8). Assume that a
number σ exists, such that λ(σ) < 0. Then from (4.9) we have µ(σ) < c, and,
all the more, µ∗ < c. Let us show the sufficiency of the condition next. Assume
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that (4.8) holds. Then for some σ we have c > µ(σ), and from (4.9) we obtain
λ(σ) < 0. This completes the proof of the theorem.

§5. On the solutions of nonstationary problems

This section is of an auxiliary nature. The results presented here are used in
various problems in the study of waves and the approach to a wave.

5.1. Problem of Cauchy: existence of solutions and estimates of
derivatives. Consider the Cauchy problem for the system of quasilinear equations

∂v

∂t
= a

∂2v

∂x2
+ F (x, t, v),(5.1)

v(x, 0) = f(x),(5.2)

where t � 0, x ∈ R, v = (v1, . . . , vn), F = (F1, . . . , Fn) are continuous bounded
vector-valued functions satisfying a Lipschitz condition in x and vj , f = (f1, . . . ,
fn) is a piecewise-continuous vector-valued function with a finite number of points
of discontinuity; a is a square diagonal matrix of order n with positive diagonal
elements ai, i = 1, . . . , n. Throughout the sequel we consider classical solutions
of problem (5.1), (5.2), i.e., we assume a solution has continuous derivatives with
respect to x, to the second order inclusive, and continuous derivatives with respect
to t for t > 0; and we also assume that the solution is continuous up to the boundary
at those points where the initial functions are continuous. Solutions of boundary
value problems are to be understood in an analogous sense.

Nonlocal existence of solutions of the Cauchy problem (5.1), (5.2) was estab-
lished in [Kolm 1] for the scalar equation and carried over in [Mur 1] to systems
of equations. For what follows, the following theorem is sufficient (although more
general results are known).

Theorem 5.1. There exists one and only one function v(x, t), bounded for
bounded values of t, which for t > 0 satisfies equation (5.1) and for t = 0 takes on
the values f(x) at all points of continuity of this vector-valued function.

Proof. Let Φ(x, t) be the fundamental solution of the system of equations

∂v

∂t
= a

∂2v

∂x2
.

Φ(x, t) is a diagonal square matrix of order n with elements Φi(x, t), i=1, . . . , n,
on the diagonal,

Φi(x, t) =
1

2
√
πait

exp
(
− x2

4ait

)
.

We set

v0(x, t) =
∫ +∞

−∞
Φ(x− y, t)f(y) dy,(5.3)

vk+1(x, t) = v0(x, t) +
∫ t

0

∫ +∞

−∞
Φ(x− y, t− τ)F (vk(y, x), y, t) dy dt.(5.4)
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At points of continuity of the vector-valued function f(x) we have v0(x, t) →
f(x) as t→ 0. Letting

M0 = sup
v,x,t

‖F (v, x, t)‖, Mk+1(t) = sup
x,τ�t

‖vk+1(x, τ) − vk(x, τ)‖,

k = 0, 1, 2, . . . , where ‖ ‖ is the Euclidean norm of the vector, we obtain

‖v1 − v0‖ �
√
nM0t, ‖vk+1 − vk‖ � c

√
n

∫ t

0

Mk(τ) dτ, k = 1, 2, . . . .

Here c is the Lipschitz constant for the vector-valued function F . From this we
have

Mk+1(t) � M0

c

(c
√
nt)k+1

(k + 1)!
,

and for arbitrary fixed t the sequence vk(x, t) converges to a function v(x, t). Passing
to the limit in (5.4), we obtain

(5.5) v(x, t) = v0(x, t) +
∫ t

0

∫ +∞

−∞
Φ(x− y, t− τ)F (v(y, τ), y, τ) dy dτ,

from which it follows that v(x, t) is a solution of problem (5.1), (5.2).
Uniqueness of the solution may be proved as follows. If along with solution

v(x, t), we also have the solution ṽ(x, t), then from (5.5)

v − ṽ =
∫ t

0

∫ +∞

−∞
Φ[F (v, y, τ) − F (ṽ, y, τ)] dy dτ.

Letting

N(t) = sup
x,τ�t

‖v(x, τ) − ṽ(x, τ)‖,

we obtain

N(t) � c
√
n

∫ t

0

N(τ) dτ,

from which it follows that N(t) ≡ 0. This completes the proof of the theorem.

We proceed now to an estimate of the derivatives. Assume that we have an a
priori estimate of solutions of problem (5.1), (5.2):

(5.6) sup
x∈R,t>0

|v(x, t)| � K.

From the integral representation (5.5) we obtain an estimate of the derivative:

(5.7) |v′(x, t)| � c(‖f‖t−1/2 + sup
|v|<K,x,t

|F (v, x, t)|t1/2),

where c is a constant. Taking (5.6) into account and the semigroup property of
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equation (5.1), we conclude from (5.7) that for all t � t0 > 0 the derivatives v′(x, t)
are bounded:

(5.8) |v′(x, t)| � K1.

Assume now that F (x, t, v) has continuous derivatives with respect to x and v.
It then follows from (5.5) that

v′(x, t) =
∫ +∞

−∞
Φ′(x − y, t)f(y) dy

+
∫ t

0

∫ +∞

−∞
Φ(x− y, t− τ) ∂

∂y
F (v(y, τ), y, τ) dy dτ.

Differentiating this equation with respect to x and using (5.8), we obtain

(5.9) |v′′(x, t)| � K2

for all x ∈ R and t > t0.
Directly from system (5.1) we now have the estimate

(5.10) |v̇(x, t)| � N,

for x ∈ R and t > t0, where N is a constant.
To obtain further estimates we differentiate system (5.1) with respect to x:

(5.11)
∂v′

∂t
= a

∂2v′

∂x2
+ F ′

v(x, t, v)v
′ + F ′

x(x, t, v).

We consider this system in the half-space t > t0, where we have already obtained
an estimate of its solution v′. Since system (5.11) is of the same form as the initial
system (5.1), we can apply to it the results obtained. Assuming that F (x, t, v) has
continuous second derivatives with respect to v and x, we obtain, similarly to (5.9)
and (5.10),

(5.12) |v′′′(x, t)| � K3, |v̇′(x, t)| � N1,

for x ∈ R, t > 2t0, where K3 and N1 are constants.
Constants K1,K2,K3, N,N1, appearing in the above estimates, depend on K

and t0, and are independent of x, t, and f (|f | � K).

5.2. Behavior of solutions as x → ±∞. The following theorem uses con-
structions employed in the proof of Theorem 5.1. The conditions formulated are
assumed to be satisfied.

Theorem 5.2. Suppose that for arbitrary v∗ and t the following limits exist :

lim
v→v∗,x→±∞

F (v, x, t) = F±(v∗, t),

as well as the limits
lim

x→±∞
f(x) = f±.

Then the solution v(x, t) of equation (5.1) has limits v±(t) as x → ±∞, and
the vector-valued function v±(t) satisfies the system of equations

(5.13)
dv±
dt

= F±(v, t), v±(0) = f±.
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Proof. Making the change of variables x − y = z under the integral sign
in (5.3) and passing to the limit as x→ ±∞, we obtain existence of the limits

v0±(t) = lim
x→±∞

v0(x, t) (= f±).

Similarly, from (5.4)

(5.14) vk+1
± (t) = v0±(t) +

∫ t

0

F (vk±(τ), τ) dτ.

The sequence of functions vk±(τ) converges uniformly for τ � t to some function
v±(τ), by virtue of the uniform convergence of the functions vk(x, τ). Passing to
the limit in (5.14), we obtain

v±(t) = f± +
∫ t

0

F (v±(τ), τ) dτ,

from which validity of (5.13) follows. This completes the proof of the theorem.

We note that this theorem implies a necessary condition for approach to a wave
(see Chapter 1).

5.3. Positiveness theorems for linear operators. Consider the linear
operator

Lu = a(x, t)
∂2u

∂x2
+ b(x, t)

∂u

∂x
+ c(x, t)u − ∂u

∂t
.

Here u = (u1, . . . , un) is a vector-valued function; a, b, c are continuous square
matrices; a and b are diagonal matrices; a has positive diagonal elements; c has
nonnegative off-diagonal elements.

Let

Ω0 = R× (0, T ], Ω = R× [0, T ].

We assume that u(x, t), continuous in Ω, is twice continuously differentiable in
Ω0.

Following [Fri 1], we prove an assertion concerning nonnegativeness of solutions
of the Cauchy problem.

Lemma 5.1. Let the sum of the elements in each row of the matrix c(x, t) be
bounded from above with respect to x and t. If Lu � 0 in Ω0, u(x, 0) � 0 for x ∈ R,
and, uniformly with respect to t ∈ [0, T ],

lim
|x|→∞

u(x, t) � 0,

then u(x, t) � 0 in Ω.
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Proof. We set

γ > sup
i,x,t

n∑
j=1

cij ,

where cij are the elements of matrix c, and we introduce a new function v = ue−γt.
Then if Lu = f , we have

Lv ≡ av′′ + bv′ + cv − ∂v
∂t

= f,

where c = c− γE, E is the unit matrix, f = fe−γt � 0. Let p = (1, . . . , 1). For the
function v(x, t) + εp we have

L(v + εp) = f + ε(c− γE)p < 0,

since (c− γE)p < 0. Further,

v(x, t) + εp > 0 for t = 0 and for |x| = R, 0 � t � T,

if R is sufficiently large. Therefore v(x, t) + εp > 0 for |x| � R, 0 � t � T (see
Lemma 5.2). As ε→ 0, we obtain v(x, t) � 0 in Ω and, consequently, u(x, t) � 0 in
Ω. This completes the proof of the lemma.

Lemma 5.2. If Lu � 0 in Q = [x1, x2] × [0, T ], u(x, 0) � 0 for x ∈ [x1, x2],
and u(xk, t) � 0 (k = 1, 2) for t ∈ [0, T ], then u(x, t) � 0 in Q. Here x1 and x2 are
some numbers.

Proof. As in the proof of the preceding lemma, we have

(5.15)
L(v + εp) < 0,

v + εp > 0 for t = 0 and for x = xk, 0 � t � T.

We show that v + εp > 0 in Q. If this is not the case, we can then find
(x0, t0) ∈ Q, such that

v(x, t) + εp � 0 for 0 � t � t0, x1 � x � x2

and for some component of the vector, for example, the first

(v(x0, t0) + εp)1 = 0.

Therefore, v′′1 (x0, t0) � 0, v′1(x0, t0) = 0, ∂v1∂t
∣∣∣
x0,t0

� 0, (c(v(x0, t0) + εp))1 � 0,

since matrix cij has nonnegative off-diagonal elements. Therefore, in the first
inequality of system (5.15) we obtain a contradiction. Letting ε tend towards zero,
we obtain v � 0 and u � 0 in Q. The lemma is thereby proved.

Remarks. 1. The lemma can obviously be generalized to more complex
domains.

2. From the lemma in question and the theorem concerning strict positive-
ness for the scalar equation (see Chapter 1) there follows an analogous assertion
concerning strict positiveness for the systems of equations considered.
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Theorem 5.3. Let us assume that matrices a, b, and c satisfy the following
conditions in Ω0:

|ai(x, t)| �M, |bi(x, t)| �M(|x|+ 1), cij(x, t) �M(x2 + 1).

We assume that Lu � 0 in Ω0 and that

ui(x, t) � −B exp(βx2) in Ω, i = 1, . . . , n,

for certain constants B and β. If u(x, 0) � 0 for all x, then u(x, t) � 0 in Ω.

Proof. Following a procedure similar to that in [Fri 1] for the scalar equation,
we introduce the function

H(x, t) = exp
(
kx2

1− µt + νt
)
, 0 � t � 1/2µ,

where µ and ν are positive numbers.
Consider the function v, defined by the equations ui = Hvi, i = 1, . . . , n.

Obviously,

vi � −B exp
((
β − k

1− µt

)
x2 − νt

)
.

If k > β, then
lim

|x|→∞
v(x, t) � 0,

uniformly with respect to t, 0 � t � 1/2µ.
Substituting the expression u = Hv into the equation Lu = f , we obtain

Lv ≡ av′′ + bv′ + cv − v̇ = f,

where

b = b+ (H ′/H)2a, f = f/H � 0,

c = (H ′′/H)a+ (H ′/H)b+ c− (Ḣ/H)E.

In order to be able to apply Lemma 5.1 to operator L, it is sufficient to verify
that the sum of the elements of matrix c over its rows is bounded from above. We
have

n∑
j=1

cij �M
[

(2kx)2

(1 − µt)2 +
2k

1− µt

]
+M(|x|+ 1)

2kx
1− µt

+Mn(x2 + 1)− ν − µ kx2

(1− µt)2 .

Thus, for arbitrarily given M , k, and n, we can select µ and ν so that the
expression on the right-hand side of the inequality is nonpositive for 0 � t � 1/2µ.
By virtue of Lemma 5.1 v(x, t) � 0 and, consequently, u(x, t) � 0 for 0 � t � 1/2µ.
Similarly, we may prove this for 1/2µ � t � 2/2µ, etc. This completes the proof of
the theorem.

Remark. This theorem remains valid for the problem on the semi-axis x � 0
with boundary condition u(0, t) � 0 and for piecewise-continuous initial conditions.



248 5. STABILITY AND APPROACH TO A WAVE

As was the case above, we say that a continuous bounded matrix F (x) is
functionally irreducible if the numerical matrix, formed by the C-norms of the
elements of matrix F , is irreducible.

Theorem 5.4 (On strict positiveness). If Lu � 0 in Ω0, u(x, t) � 0 in Ω,
u(x, 0) �≡ 0, and c(x, 0) is functionally irreducible, then u(x, t) > 0 in Ω0.

Proof. Since matrix c(x, t) has nonnegative off-diagonal elements, then

aiu
′′
i + biu

′
i + ciiui −

∂ui
∂t

� 0.

It follows from the theorem on positiveness of solutions for scalar parabolic
equations (see Chapter 1) that if ui(x0, t0) = 0 (t0 > 0), then ui(x, t) ≡ 0 for
0 � t � t0. It is therefore sufficient to show, for arbitrarily small positive ε, that
ui(x, ε) > 0, i = 1, . . . , n, −∞ < x < +∞.

We assume that these inequalities are not satisfied for all components of the
vector u(x, ε). Without loss of generality, we can assume they are not satisfied for
the functions u1(x, ε), . . . , uk(x, ε). In the contrary case they can be renumbered
(moreover, properties of matrices a, b, and c are preserved). Consequently, for some
ε > 0

ui(x, t) ≡ 0, i = 1, . . . , k, 0 � t � ε, −∞ < x < +∞,
ui(x, t) > 0, i = k + 1, . . . , n, 0 < t � ε, −∞ < x < +∞.

We have

(Lu)i = aiu′′i + biu
′
i +

k∑
j=1

cijuj +
n∑

j=k+1

cijuj −
∂uj
∂t

� 0.

It is obvious that for i = 1, . . . , k, t = ε, we have u′i ≡ 0, u′′i ≡ 0, ∂ui/∂t ≡ 0,∑k
j=1 cijuj ≡ 0. Since uj > 0, j = k + 1, . . . , n, for all x and cij � 0, it follows

that cij(x, ε) ≡ 0, i = 1, . . . , k, j = k + 1, . . . , n. This means that matrix c(x, ε)
is reducible. Since matrix c is continuous in Ω, and ε can be taken arbitrarily
small, this then contradicts the irreducibility of matrix c(x, 0). Thus the theorem
is proved.

Remark. This theorem may easily be generalized to the case of piecewise-
continuous initial conditions.

5.4. Comparison theorems for monotone systems. Consider the system
of equations

(5.16)
∂u

∂t
= a(x, t)

∂2u

∂x2
+ b(x, t)

∂u

∂x
+ F (x, t, u),

where matrices a and b satisfy the same conditions as in the preceding section;
F = (F1, . . . , Fn),

(5.17)
∂Fi
∂uj

� 0, i �= j, i, j = 1, . . . , n,

for all u, x, and t � 0.
If we denote by u1(x, t) and u2(x, t) the solutions of the Cauchy problem

for system (5.16) with initial conditions u1(x, 0) = f1(x) and u2(x, 0) = f2(x),
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respectively, then the function z(x, t) = u2(x, t)−u1(x, t) is a solution of the system
of equations

∂z

∂t
= a(x, t)

∂2z

∂x2
+ b(x, t)

∂z

∂x
+ c(x, t)z,

where

c(x, t) =
∫ 1

0

F ′
u(x, t, τu

2(x, t) + (1− τ)u1(x, t)) dτ,

with initial condition
z(x, 0) = f2(x)− f1(x).

We assume that the derivatives (5.17) are continuous. Then matrix c(x, t)
is continuous and has nonnegative off-diagonal elements. The following theorem
follows directly from Theorem 5.3.

Theorem 5.5. Let matrices a, b, and F ′
u be continuous and, for simplicity,

bounded for (x, t)∈Ω in an arbitrary bounded domain with respect to u. Then if con-
dition (5.17) is satisfied and f i(x), i = 1, 2, are continuous vector-valued functions,
f2(x) � f1(x) for −∞ < x < +∞, then for the corresponding bounded solutions
u1(x, t) and u2(x, t) of the Cauchy problem for the system of equations (5.16) we
have the inequality

u2(x, t) � u1(x, t) in Ω.

Corollary 1. If F (x, t, u0) ≡ 0 and f(x) � u0 (f(x) � u0), then u(x, t) � u0
(u(x, t) � u0).

Next, we consider the system of equations

(5.18)
∂u

∂t
= a(x)

∂2u

∂x2
+ b(x)

∂u

∂x
+ F (x, u),

where a and b are diagonal matrices, a has positive diagonal elements, and F
satisfies conditions (5.17).

Corollary 2. If f(x) is a twice continuously differentiable function and

(5.19) a(x)f ′′ + b(x)f ′ + F (x, f) � 0 (� 0),

then solution u(x, t) of the Cauchy problem for the system of equations (5.18) with
initial condition u(x, 0) = f(x) does not decrease (does not increase) with respect
to t for each fixed value of x.

Proof. Function v(x, t) = u′t(x, t) is a solution of the Cauchy problem

∂v

∂t
= a(x)

∂2v

∂x2
+ b(x)

∂v

∂x
+ F ′

u(x, u)v,

v(x, 0) = a(x)f ′′ + b(x)f ′ + F (x, f).

We see from this that v(x, t) � 0 (� 0). This completes the proof of the
corollary.

Remarks. 1. When inequality (5.19) is satisfied, we call f(x) a lower (upper)
function.

2. Positiveness theorems and comparison theorems for monotone systems can
be generalized for piecewise-continuous initial conditions; we shall not pause to
consider this here. We merely remark that if the lower (upper) functions are taken
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to be continuous piecewise-smooth, then at points of discontinuity of the derivative
we need to require that f ′(x + 0) − f ′(x − 0) be nonnegative (nonpositive) and
that inequality (5.19) be satisfied at the points of continuity of the derivative.
Corollary 2 remains valid even in this case. This is an easy consequence of the
arguments that the supremum of two lower functions (infimum of upper functions)
is a lower (upper) function.

§6. Approach to a monotone wave

We showed in §4, assuming Condition S to be satisfied, that we have stability
of a monotone wave for monotone systems in the ‖ · ‖σ-norm. Here we show, in the
case (4.2), i.e., in the case of asymptotic stability with shift, that we have approach
to a wave from arbitrary monotone initial conditions with the same behavior at
infinity as the wave. Let us clarify this more precisely. We note, by virtue of (4.2)
and

(6.1) lim
x→±∞

w(x) = w±,

that we have, obviously,

(6.2) lim
x→∞

|w(x) − w+|eσx = 0.

For the initial condition f(x) we also require existence of the limits

(6.3) lim
x→−∞

f(x) = w−, lim
x→∞

|f(x)− w+|eσx = 0.

We prove the following theorem.

Theorem 6.1. We assume the conditions of Theorem 4.1 are satisfied and
that (4.2) holds. Further, let f(x) be a monotone function satisfying conditions (6.3).
Then the solution u(x, t) of the Cauchy problem for system (2.1), with the initial
condition

u(x, 0) = f(x),

converges to a wave in the ‖ · ‖σ-norm:

‖u(x, t)− w(x + x0)‖σ → 0 as t→∞,

where x0 is some number.

We preface the proof of this theorem with the following simple lemma.

Lemma 6.1. Let g(x) and h(x) be monotonically decreasing continuous func-
tions, given on the interval [a, b], where g(a)> h(b). Then there exists a continuous
monotonically decreasing function ϕ(x), such that ϕ(a) = g(a), ϕ(b) = h(b),

|ϕ(x) − g(x)| � |h(x)− g(x)|, |ϕ(x) − h(x)| � |h(x) − g(x)|.

Proof. If the graphs of functions h(x) and g(x) intersect, we then denote
their left-hand point of intersection by x0 and we set ϕ(x) = g(x) for x � x0, and
ϕ(x) = h(x) for x � x0.

If g(x)>h(x) for a� x� b, we introduce an auxiliary function ψ(x), continuous
and monotonically decreasing such that ψ(a) = g(a), ψ(b) < h(b), and ψ(x) � g(x).
Let x0 be the left-hand point of intersection of ψ(x) and h(x). Then we set
ϕ(x) = ψ(x) for x � x0, and ϕ(x) = h(x) for x � x0.
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Finally, if h(x)>g(x), we then introduce a continuous monotonically decreasing
function ψ(x) : ψ(a) = g(a), ψ(x) � g(x), ψ(b)> h(b). Let x0 be the left-hand point
of intersection of ψ(x) and h(x). Then ϕ(x) is considered as was done above. This
completes the proof of the lemma.

Proof of the theorem. For definiteness, we assume that wave w(x) is
monotonically decreasing, i.e., w− > w+. Then, obviously, f(x) is a monotonically
nonincreasing function. With no loss of generality we can assume that f(x) is a
continuous monotonically decreasing function since, in place of f(x) as the initial
condition, we can take u(x, t0) for some t0 > 0. Moreover, it is not difficult to show
that the equations (6.3) will be satisfied for the new initial condition.

We introduce function f∗(x), so that the following conditions are satisfied:
1) ‖w−f∗‖σ < ε, where ε is the number indicated in the definition for stability

of a wave;
2) f(x)− f∗(x) has a compact support;
3) f∗(x) is a monotonically decreasing function.
We show that such a function exists. Indeed, from (6.1), (6.2), and (6.3) it

follows that
lim

|x|→∞
|f(x)− w(x)|(1 + eσx) = 0.

Therefore, there exists a number ξ > 0 such that

(6.4) |f(x)− w(x)|(1 + eσx) < ε

for |x| > ξ. We set
f∗(x) = w(x) for |x| � ξ.

We indicate how to construct function f∗(x) for x > ξ. For x < −ξ the procedure
is similar. We select a number η > ε, so that w(ξ) > f(η). On the interval [ξ, η]
we apply the lemma proved above to the elements of the vector-valued functions
w(x) and f(x). We obtain a continuous decreasing vector-valued function f∗(x):
f∗(ξ) = w(ξ), f∗(η) = f(η),

|f∗(x) − w(x)| � |f(x)− w(x)|, x ∈ [ξ, η].

From (6.4) we obtain
|f∗(x)− w(x)|(1 + eσx) < ε.

It remains to set f∗(x) = f(x) for x > η.
Thus we have constructed function f∗(x) with the indicated properties. We

introduce the function
fτ (x) = min(f(x), f∗(x− τ)).

It is continuous and monotonically decreasing. It is easy to see that there exist
numbers α and β, α < β, such that

(6.5) fα(x) = f∗(x− α), fβ(x) = f(x).

Indeed, by construction f(x) = f∗(x) for |x| � η. Let us set α = −2η. Then for
−3η � x � −η we have f(x) � f(−η), f∗(x+ 2η) � f(−η), so that on this interval

(6.6) f∗(x− α) � f(x).
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Inequality (6.6) holds outside of this interval, since

f∗(x − α) = f(x− α).

Thus, inequality (6.6) is valid for all x and, therefore, the first of equations (6.5)
is satisfied. By setting β = 2η, we verify, similarly, the validity of the second of
equations (6.5). Moreover, we also obtain the inequality

(6.7) fτ (x) � f∗(x− β), α � τ � β.
We denote by uτ (x, t) the solution of the Cauchy problem for system (2.1) with
initial condition

uτ (x, 0) = fτ (x).

It is easy to see that for τ = α the solution of this problem approaches a wave.
In follows from property 1) of function f∗(x) and from Theorem 4.1 that the
solution u∗(x, t) of the Cauchy problem for system (2.1) with initial condition f∗(x)
approaches a wave. But then the solution corresponding to the initial condition
fα(x) = f∗(x − α) approaches the shifted wave. We advance with respect to
parameter τ with step h until the value τ = β is attained (for which the initial
condition is equal to f(x), by virtue of (6.5)), and we show that at each step there
is approach to a wave. Therefore, the theorem is proved.

Thus, along with function f(x) we consider the function fτ+h(x) (h > 0). It
follows directly from the definition that

fτ (x) � fτ+h(x) � fτ (x− h).
By virtue of monotonicity of system (2.1) we obtain

uτ (x, t) � uτ+h(x+ t) � uτ (x− h, t) (t > 0).

It follows from this inequality that

(6.8) ‖uτ+h(x, t)− uτ (x, t)‖ � Kh,

where the constant K is determined by an estimate of the derivative u′τ , and ‖ · ‖
indicates the C-norm.

Since for all x, t, τ , we have

(6.9) w+ � uτ (x, t) � w−,

then, by virtue of known a priori estimates of the derivatives u′τ (x, t) in the C-norm
(see §5.1), the constant K in (6.8) does not depend on τ , h, t (for t > 1).

We now obtain an estimate in the ‖ · ‖σ-norm. With this in mind, we construct
a majorant for the solution uτ (x, t). From (6.7), by virtue of the monotonicity of
system (2.1), we obtain

(6.10) uτ (x, t) � u∗(x− β, t)

for all t > 0, α � τ � β. Since u∗ approaches a wave in the ‖ · ‖σ-norm, it follows
that u∗(x− β, t) approaches the shifted wave, i.e.,

‖u∗(x− β, t)− w(x + x)‖σ → 0 as t→∞.

Here x is some number. Therefore there exists a number T > 0 such that

(6.11) sup
x
|u∗(x − β, t)− w(x + x)|(1 + eσx) < ε/8
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for t > T . On the other hand, on the basis of (6.2) we have

lim
x→∞

|w(x + x)− w+|(1 + eσx) = 0,

and, therefore, there exists a number N > 0, such that

(6.12) |w(x+ x)− w+|(1 + eσx) < ε/8

for x > N . It obviously follows from (6.11) and (6.12) that

|u∗(x− β, t)− w+|(1 + eσx) < ε/4

for x > N , t > T . Taking inequalities (6.10) and (6.9) into account, we obtain

|uτ (x, t)− w+|(1 + eσx) < ε/4

for all α � τ � β, x > N , t > T , whence

(6.13) |uτ+h(x, t) − uτ (x, t)|(1 + eσx) < ε/2

for all x > N , t > T , α � τ � β − h.
From (6.8) we have

|uτ+h(x, t)− uτ (x, t)|(1 + eσx) � Kh(1 + eσN )
for x � N . We select h so that the following equality is satisfied:

Kh(1 + eσN ) = ε/2.

Then inequality (6.13) holds for all x, t > T , α � τ � β − h (obviously, β and h
can be selected so that fβ−h(x) = f(x)).

It is now not difficult to complete the proof of the theorem. Let the solution
uτ (x, t) approach a wave. Then for some number T1 we have

‖uτ(x, t) − w(x+ x1)‖σ < ε/2

for t > T1 (the number x1 determines the shift of the wave). But then it follows
from (6.13) that

‖uτ(x, t) − w(x + x1)‖σ < ε for t > max(T, T1).

We now conclude from Theorem 4.1 that uτ+h(x, t) approaches a wave in the ‖ · ‖σ-
norm. This completes the proof of the theorem.

We now consider nonmonotone waves. In the scalar case, as is well known,
they are unstable (see Chapter 1). Under some additional assumptions, this can be
shown to be the case for monotone systems also.

We assume, for a wave, that the limits (6.1) exist, that w− > w+, and that the
wave is nonmonotone. The following lemmas are valid.

Lemma 6.2. If all components of the vector-valued function w have no more
than a finite number of extrema, we can then find an x for which w(x) /∈ [w+, w−].

Proof. Suppose that the lemma is not valid and that for all x, w(x) ∈
[w+, w−]. Then, obviously, w(x) ∈ (w+, w−) and we can find an h > 0 such
that

w(x) > w(x + h), −∞ < x < +∞.

Considering, further, an arbitrary nonmonotone component wi(x) of the vector-
valued function w(x), it is easy to show that for an arbitrary small ε > 0, values of
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x can be found such that wi(x) < wi(x + ε). Therefore, an h0 can be found such
that

w(x) � w(x + h0), −∞ < x < +∞,

and values i0 and x0 for which wi0(x0) = wi0(x0 + h0). Since wi0 (x) �≡ wi0(x+ h0),
this contradicts theorems of positiveness for parabolic equations. This completes
the proof of the lemma.

Theorem 6.2. If for some x, w(x) /∈ [w+, w−], the wave w(x) is then unstable
in the C-norm.

Proof. Assume, for definiteness, that for some i and x0, wi(x0) >w−i . Then,
obviously, for some x = x1 the function wi(x) attains a maximum:

wi(x1) � wi(x), −∞ < x < +∞.

We introduce the function

w̃(x) = max(w(x), w(x + ε)),

where ε is some number. If c is the speed of the wave, then w̃(x) is a lower function
for the equation (2.1), i.e., the solution of this equation with initial condition
u(x, 0) = w̃(x) increases monotonically with respect to t for each fixed x. Since the
inequality

w(x + h) > w(x), −∞ < x < +∞,

cannot be satisfied for any h, then, correspondingly, the following convergence as
t→∞ cannot be valid:

u(x, t)→ w(x + h), −∞ < x < +∞.

It remains to note that for small ε the quantity ‖w̃(x)−w(x)‖ is small, i.e., arbitrary
small perturbations exist for which the solution does not tend towards a wave. This
completes the proof of the theorem.

Corollary. If a wave is nonmonotone and there is at most a finite number
of extrema (component wise), the wave is then unstable.

The proof is obvious.
We note, in conclusion, that the stipulation that the number of extrema be

finite is, probably, superfluous.

§7. Minimax representation of the speed

In §4 of Chapter 3 a minimax representation was obtained for the minimal
wavespeed c in the case considered there: c = ω∗ (see (4.5)). Here we shall obtain
a minimax representation for the wavespeed in other cases also. Let Kσ be the
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class of vector-valued functions ρ(x) ∈ C2(−∞,∞), monotonically decreasing and
satisfying the conditions

lim
x→−∞

ρ(x) = w−, lim
x→∞

|ρ(x)− w+|eσx = 0.

Here σ � 0 is a given number. Further, we let

ψi(ρ(x)) = −
aiρ

′′
i (x) + Fi(ρ(x))
ρ′i(x)

,

where, as above, ai are the diagonal elements of matrix a, and Fi are the elements
of the vector-valued function F appearing in system (2.1).

We have the following theorem.

Theorem 7.1. Let the conditions of Theorem 4.1 be satisfied and assume
that (4.2) holds. Then the wavespeed c may be represented in the form

(7.1) c = inf
ρ∈Kσ

sup
x∈R

i=1,...,n

ψi(ρ(x)) = sup
ρ∈Kσ

inf
x∈R

i=1,...,n

ψi(ρ(x)).

Proof. It follows from (6.1) and (4.2) that wave w(x) ∈ Kσ. Therefore, to
prove (7.1) it is obviously sufficient to prove the inequalities

(7.2) inf
x,i
ψi(ρ(x)) � c � sup

x,i
ψi(ρ(x))

for an arbitrary function ρ(x) ∈ Kσ. Let us prove the inequality on the right. The
inequality on the left is proved similarly.

Suppose that for some ρ(x) ∈ Kσ the right-hand inequality in (7.2) does not
hold. Then there exists a number c0 such that

sup
x,i
ψi(ρ(x)) < c0 < c.

From the form of ψi we deduce that

(7.3) aρ′′(x) + c0ρ′(x) + F (ρ(x)) < 0

for all x. Let ũ(x, t) be a solution of the Cauchy problem for t > 0:

∂ũ

∂t
= a

∂2ũ

∂x2
+ c0

∂ũ

∂x
+ F (ũ), ũ(x, 0) = ρ(x).

By virtue of (7.3) this solution decreases monotonically with respect to t, and we
have the inequality

(7.4) ũ(x, t) < ρ(x) for −∞ < x < +∞, t > 0.

On the other hand, on the basis of Theorem 6.1, the solution u(x, t) of the
Cauchy problem for system (2.1), with initial condition u(x, 0) = f(x), approaches
a wave, uniformly with respect to x:

(7.5) u(x, t)→ w(x + x0) as t→∞.

But, obviously, ũ(x, t) = u(x− c1t, t), where c1 = c− c0. It follows from this, based
on (7.4), that u(−c1t, t) < ρ(0), so that

lim
t→∞

u(−c1t, t) � ρ(0).
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However, by virtue of (7.5), the indicated limit is equal to w−, so that w− �
ρ(0). But this contradicts the fact that ρ(x) belongs to the class Kσ. The resulting
contradiction establishes the theorem.

Remark. The class of functions considered can be broadened. For example,
we can assume that ρ(x) has second derivatives discontinuous at a finite number of
points. We can also consider continuous piecewise-smooth functions. Here, at the
point of discontinuity of the derivatives, we require that the jump of the derivative
be of a certain sign.

We give a simple corollary of the theorem, useful in the study of waves.

Corollary. If the inequality F ∗(u) � F (u) holds for all u ∈ Rn, we then have
the following inequality for the corresponding wavespeeds: c∗ � c.

In the bistable case in the theorem concerning the minimax representation of
the speed, as well as in the theorem concerning the stability of waves, we can set
σ = 0, and Condition S and (4.2) will be satisfied. In the monostable case we
cannot always select a σ for which they are satisfied (for example, for c = µ∗, see
Theorem 4.2); however, the minimax representation for the minimal speed c0 is still
valid. In §4 of Chapter 3 we proved the equality

c0 = inf
ρ∈Kσ

sup
x∈R

i=1,...,n

ψi(ρ(x)).

We show that the reciprocal representation

(7.6) c0 = sup
ρ∈ eK

inf
x∈R

i=1,...,n

ψi(ρ(x))

holds, where K̃ is the set of monotonically decreasing vector-valued functions for
which the following inequality is satisfied:

w(x + h) � ρ(x), −∞ < x < +∞.

Here w(x) is a wave with minimal speed and h is an arbitrary number.
Indeed, if we denote the right-hand side of (7.6) by ω∗, then the inequality

c0 > ω∗ cannot hold, since c0 ≡ ψi(w). If c0 < ω∗, then, selecting c1 and ρ(x) so
that the inequality

inf
i,x
ψi(ρ(x)) > c1 > c0

holds, we obtain a contradiction analogous to the one we obtained in the proof of
the theorem.

We remark, in conclusion, that the functions ρ(x) can be estimated from above,
not by waves, but by arbitrary monotone functions for which the solution of the
corresponding Cauchy problem tends towards a wave.



Part II

Bifurcation of Waves



CHAPTER 6

Bifurcation of Nonstationary
Modes of Wave Propagation

§1. Statement of the problem

We consider the system of equations

(1.1)
∂v

∂t
= A∆v + F (v, µ).

Here v = (v1, v2, . . . , vp) is a vector-valued function, µ is a real parameter,

∆v =
N∑
i=1

∂2v

∂ξ2i
,

A is a positive-definite square matrix, and F (v, µ) is a vector-valued function, which
we assume to be sufficiently smooth. System (1.1) is considered in cylinder Ω:
ξ = (ξ1, ξ′), −∞ < ξ1 < +∞, ξ′ = (ξ2, . . . , ξN ) ∈ G, where G is a bounded domain
of (N − 1)-dimensional space with a sufficiently smooth boundary. On boundary S
of cylinder Ω there is given the boundary condition

(1.2)
∂v

∂ν

∣∣∣∣
S

= 0

(ν is the normal to S).
Our interest here is in nonstationary modes of wave propagation, described by

the system (1.1), (1.2); these modes appear when a planar wave loses stability. The
approach employed here makes it possible, using the same methods, to study both
multi-dimensional modes of wave propagation for various G and one-dimensional
auto-oscillatory modes. The essence of the approach is that in a system of coor-
dinates, moving with constant speed along the cylinder axis and connected with
the front of the wave being studied, the sought-for mode is periodic in time. As
we discussed, in an appropriate system of coordinates, in the case of the spinning
mode of combustion in a circular cylinder (see the Introduction), a luminous spot
moves along a circle; in the case of one-dimensional auto-oscillations a periodic
interchange of bursts and depressions takes place, etc. In the solution of a problem,
not only profiles of solutions must be determined, but also the rate of propagation
of a wave along the cylinder axis and the period of oscillations with respect to the
time.

We remark that the studies presented below relate to problem (1.1) without
taking into account the specific form of function F (v, µ). Limitations on nonlinear-
ity are contained implicitly in the assumptions concerning the presence of a planar
traveling wave and conditions on the loss of its stability, matters which we shall

259
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discuss below. Such a general approach is justified by the fact that in the simplest
cases [Makh 1] these conditions are satisfied, and, secondly, it makes it possible to
apply the results obtained for the study of various physical processes.

Presentation of the material is organized as follows. In this chapter solutions
of the problem are constructed in the form of formal series, a study is made of
their stability, and examples are supplied. Mathematical proofs are contained in
the following chapter. Although, with the results presented in this way, it is not
possible to avoid the repetition of certain formulations and definitions, nevertheless,
it proves to be useful in acquainting the reader not interested in the mathematical
side of the problem with the methods and results.

We assume the existence of a planar wave propagating with speed ω̃µ, i.e., a
solution of system (1.1) of the form

v = ṽµ(ξ1 − ω̃µτ),

so that ṽµ(ξ) is a solution of the system of equations

(1.3) Aṽ′′µ(ξ) + ω̃µṽ
′
µ(ξ) + F (ṽµ, µ) = 0.

Here the prime indicates differentiation with respect to ξ. Moreover, we assume
that ṽµ(ξ) is a sufficiently smooth function, having limits, together with its first
derivatives, as ξ → ±∞.

Since our interest centers on solutions of equation (1.1) of the type of traveling
waves, propagating along the axis of the cylinder, it is convenient to change over
to coordinates connected with the front of a wave, i.e., to make the substitution
ξ′1 = ξ1 − ωt, ξ′k = ξk (k = 2, 3, . . . , N) and then return to the previous notation
ξ1, . . . , ξN ; in place of (1.1) we then obtain the system

(1.4)
∂v

∂t
= A∆v + ω

∂v

∂ξ1
+ F (v, µ),

where ω is the wavespeed. We note that ω is unknown and, like the function
v, is to be determined. The planar traveling wave ṽµ is a stationary solution of
problem (1.4) for ω = ω̃µ.

The appearance of nonstationary modes of wave propagation is connected
with an instability of the planar wave, and the conditions for its appearance are
formulated in terms of an eigenvalue problem obtained through linearization of (1.4)
about ṽµ with ω = ω̃µ:

(1.5) A∆w + ω̃µ
∂w

∂ξ1
+Bµw = λw,

∂w

∂ν

∣∣∣∣
S

= 0.

(Here Bµ = F ′
v(ṽµ, µ) is the Jacobi matrix.) The point here is that as the parameter

µ varies it passes through a critical value µ0, i.e., problem (1.5) has eigenvalues
satisfying the following condition: for µ < µ0 they lie in the left half-plane (have
negative real parts); for µ > µ0 they lie in the right half-plane. In addition,
instability must exhibit an oscillational character, i.e., eigenvalues, found on the
imaginary axis for µ = µ0, have an imaginary part different from zero, where,
for simplicity, we assume that on the imaginary axis there is one pair of complex
conjugate eigenvalues. Moreover, problem (1.5) has for all µ, generally speaking,
a zero eigenvalue connected with the invariance of a planar wave with respect to
translations along ξ1. The corresponding eigenfunction is proportional to ṽ′µ. We
denote this eigenfunction for µ = µ0 by ϕ0(ξ1).
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For a more precise statement of the conditions for loss of stability we consider
the problem

(1.6) Aθ′′ − σAθ + ω̃µθ′ +Bµθ = λθ;

θ is a function of ξ1, θ = θ(ξ1). The eigenvalues λ for this problem are functions
of µ and σ (σ � 0), λ = λ(σ, µ). In the (σ, µ)-plane we consider a set of points
Γ, such that problem (1.6) has for these σ and µ a purely imaginary eigenvalue
and has no eigenvalues in the right half-plane. We assume, for definiteness, that
for (σ, µ) lying under the curve Γ all the eigenvalues λ(σ, µ) of problem (1.6) lie in
the left half-plane, but for (σ, µ) lying above Γ there is an eigenvalue in the right
half-plane. We assume that curve Γ has a minimum for some σ > 0. Let σ̃ be the
abscissa of the point of intersection of curve Γ with the line µ = µ0 that is farthest
to the right. We assume that for σ = σ̃ and µ < µ0 all the eigenvalues λ(σ̃, µ) of
problem (1.6) lie in the left half-plane, and that for µ > µ0 there is a λ(σ̃, µ) lying
in the right half-plane and λ(σ̃, µ0) is purely imaginary (we let λ(σ̃, µ) = iκ and
assume that it is simple).

Let us point out the relationship of problems (1.5) and (1.6) (for a more precise
statment of the conditions for a loss of stability, see the following chapter). If we
expand eigenfunctions of problem (1.5) in terms of the eigenfunctions of the Laplace
operator in cross-section G of the cylinder,

(1.7) ∆g = −σg, ∂g

∂ν

∣∣∣∣
∂G

= 0,

we then obtain (1.6) for the coefficients of this expansion, where σ runs through all
the eigenvalues σ0 =0, σ1, σ2, . . . of problem (1.7). The eigenvalues of problem (1.5)
coincide with the union of the eigenvalues of problem (1.6) for σ = σk (k =
1, . . . ). Therefore, for some σk = σ̃, problem (1.5) has the eigenvalue iκ, and the
situation described above for problem (1.5), where the eigenvalue passes through the
imaginary axis as µ varies, is realized. Here, as the eigenfunction of problem (1.5)
corresponding to λ = iκ, we have

(1.8) θ(ξ1)gk (k = 1, . . . , n),

where θ(ξ1) is the eigenfunction of problem (1.6) corresponding to λ=λ(σ̃, µ0) = iκ;
n is the multiplicity of eigenvalue σ̃ of problem (1.7); g1, . . . , gn are the correspond-
ing eigenfunctions, which we can assume orthogonalized.

We shall seek solutions v of problem (1.4), (1.2), periodic in time, which are
close to the planar wave ṽµ, appearing as the result of a bifurcation with passage of
parameter µ through some value µ0 (for simplicity, we assume that µ0 = 0). Here
it is convenient to change over to the new variable τ = tρ, where ρ is a parameter
depending on µ, which is to be determined and is chosen so that the solution in the
new variables will have period 2π. We obtain the system

(1.9) ρ
∂v

∂τ
= A∆v + ω

∂v

∂ξ1
+ F (v, µ).

Thus, our interest centers on questions concerning the existence and uniqueness
of solutions of system (1.9), solutions which are of period 2π with respect to the
time; we shall also be interested in the form and stability of these solutions to small
perturbations for various geometric configurations.
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In what follows we shall need an expansion of F (v, µ) with respect to v and µ
in a neighborhood of v = ṽµ, µ = 0. It has the form

(1.10) F (ṽµ + w, µ) = F (ṽµ, µ) + (B0 + µḂ0)w + α2(w) + α3(w) + · · · ,

where Ḃ0 = ∂Bµ/∂µ|µ=0, α2 and α3 are quadratic and cubic terms taken at µ = 0
and generated by bilinear and trilinear symmetric forms α̂2 and α̂3:

α2(v) = α̂2(v, v), α3(v) = α̂3(v, v, v).

In studying periodic solutions of problem (1.9) we shall assume that the sought-
for solution is close to a planar wave and we seek it in the form of a series in
powers of a small parameter. The leading term in the expansion of the solution
v − ṽµ satisfies problem (1.9), linearized on ṽ0, and the succeeding terms satisfy
corresponding linear nonhomogeneous equations.

We consider first problem (1.9), linearized on ṽ0, having the form

(1.11) Lv ≡ A∆v − ρ0
∂v

∂τ
+ ω̃0

∂v

∂ξ1
+B0v = 0,

where ρ0 denotes the value of ρ at µ = 0.
We consider equation (1.11) and find all of its solutions. We recall that ρ0, as

well as v, is unknown. We assume that ρ0 �= 0.
It may be verified directly that the solutions of equation (1.11) are

(1.12) ρ0 -arbitrary, v0 = ϕ0/(2π)1/2,

(1.13)
{
ρ0 = κ, vk(ξ, τ) = θ(ξ1)gk(ξ′) exp(iτ)/(2π)1/2,

vk(ξ, τ) = θ(ξ1)gk(ξ′) exp(−iτ)/(2π)1/2 (k = 1, 2, . . . , n).

(Here the overbar indicates the complex conjugate.)
In fact, the following are also solutions:

(1.14)
{
ρ0 = κ/m, vk(ξ, τ) = θ(ξ1)gk(ξ′) exp(imτ)/(2π)1/2,

vk(ξ, τ) = θ(ξ1)gk(ξ′) exp(−imτ)/(2π)1/2 (k = 1, 2, . . . , n)

for all integers m �= 0. We can, however, restrict ourselves to the solutions (1.13)
since, if in (1.14) we return to the initial variable, we obtain mτ = κt for all
m. Solution (1.12) also does not play an essential role since, as shown in the
following chapter, selection of a suitable translation with respect to ξ1 allows us to
not take (1.12) into account.

Equation (1.11) has no other linearly independent solutions except those indi-
cated. In what follows, we shall assume that ρ0 = κ.

We consider the equation adjoint to (1.11):

(1.15) L∗ϕ = 0,

where
L∗ϕ = A∆ϕ+ ρ0

∂ϕ

∂τ
− ω̃0

∂ϕ

∂ξ1
+B∗

0ϕ.

All the linearly independent solutions of equation (1.15) have the form

(1.16)
{
ϕ0(ξ, τ) = ψ0(ξ1)/(2π)1/2, ϕk(ξ, τ) = ψ(ξ1)gk(ξ′) exp(iτ)/(2π)1/2,

ϕk(ξ, τ) = ψ(ξ1) gk(ξ′) exp(−iτ)/(2π)1/2, (k = 1, 2, . . . , n),
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where ψ0 and ψ are solutions of the equations

Aψ′′ − σ̃Aψ − ω̃0ψ′ +B∗
0ψ = −iκψ,

Aψ′′
0 − ω̃0ψ′

0 +B
∗
0ψ0 = 0,

B∗
µ is the matrix adjoint to Bµ.

We introduce the inner product

〈v, ϕ〉 =
∫ 2π

0

dτ

∫
Ω

(v(ξ, τ), ϕ(ξ, τ)) dξ.

We can assume that functions uk and ϕk (k = 0, 1, . . . , n) are normalized in such a
way that

〈vm, ϕs〉 = δms (s,m = 0, 1, . . . , n),

〈vm, ϕs〉 = 0 (s,m = 0, 1, . . . , n).

In concluding this section we mention that for solvability of the equation Lv = f it
is necessary and sufficient that the following conditions be satisfied:

〈f, ϕk〉 = 0 (k = 0, 1, . . . , n),

〈f, ϕk〉 = 0 (k = 0, 1, . . . , n).

§2. Representation of solutions in series form. Stability of solutions

We seek solutions of problem (1.9), (1.2) in the form of series in powers of a
small parameter α:

(2.1)
v = ṽµ + αy1 + α2y2 + α3y3 + · · · , ρ = κ + αρ1 + α2ρ2 + · · · ,
ω = ω̃µ + αω1 + α2ω2 + α3ω3 + · · · , µ = αµ1 + α2µ2 + · · · .

Here yi are unknown real functions of τ , ξ1, ξ′ (ξ′ are coordinates in G), and are
2π-periodic in τ and satisfy the boundary condition

∂yi
∂ν

∣∣∣∣
S

= 0 (i = 1, 2, . . . ).

All the coefficients of the expansions are unknown and are to be determined. We
substitute (2.1) into (1.9) and collect terms with like powers of α, and then equate
the expressions obtained to zero.

Collecting terms with α1, we obtain the equation

(2.2) Ly1 = −ω1ṽ′0.

The condition for orthogonality of the right-hand side of (2.2) to ϕ0 yields ω1 = 0
and, consequently, y1 is a solution of equation (1.11). The function y1, being real,
has the form

(2.3) y1 = χ1v1 + χ2v2 + · · ·+ χnvn + χ1v1 + χ2v2 + · · ·+ χnvn,

where χ1, . . . , χn are complex constants which we can assume to be normalized,

(2.4) |χ1|2 + · · ·+ |χn|2 = 1,

and which must be determined from further considerations.



264 6. BIFURCATION OF NONSTATIONARY MODES OF WAVE PROPAGATION

Collecting terms with α2, we obtain the equation

(2.5) Ly2 = −µ1Ty1 + ρ1
∂y1
∂τ

− ω2ṽ′0 − α2(y1).

Here T is given by the expression

Tv = ˙̃ω0
∂v

∂ξ1
+ Ḃ0v,

where we have introduced the notation

˙̃ω0 =
dω̃µ
dµ

∣∣∣∣
µ=0

, Ḃ0 =
dBµ
dµ

∣∣∣∣
µ=0

.

Taking the inner product of (2.5) with

(2.6) ϕ = χ1ϕ1 + χ2ϕ2 + · · ·+ χnϕn,

we find that µ1 = ρ1 = 0. Indeed

〈α2(y1), ϕ〉 = 〈ṽ′0, ϕ〉 = 0

since the corresponding integrals with respect to τ are equal to zero,

〈∂y1/∂τ, ϕ〉 = i〈χ1v1 + · · ·+ χnvn − χ1v1 − · · · − χnvn, ϕ〉 = i,

〈Ty1, ϕ〉 =
n∑
j=1

|χj |2〈Tvj, ϕj〉 = λ̇,

where we have used the equality

〈Tv1, ϕ1〉 = · · · = 〈Tvn, ϕn〉 = λ̇.

Here

λ̇ =
dλµ
dµ

∣∣∣∣
µ=0

,

λµ is the eigenvalue which moves from the left half-plane into the right half-plane
as µ varies, as discussed earlier; λ0 = iκ.

Thus, iρ1 − µ1λ̇ = 0, whence, noting that Re λ̇ �= 0, it follows that µ1 = ρ1 = 0.
For y2 we then obtain the equation

(2.7) Ly2 = −ω2ṽ′0 − α2(y1),

ω2 is obtained from the condition that the right-hand side of (2.7) is orthogonal to
ϕ0,

(2.8) ω2 = −〈α2(y1), ϕ0〉.

The conditions of orthogonality of the right-hand side of (2.7) to ϕj , ϕj are satisfied
and, therefore, equation (2.7) is solvable for y2. We note that the solution of equa-
tion (2.7) is determined to within a solution of the homogeneous equation (1.11),
i.e.,

(2.9)
y2 = ŷ2 +

0
y2, 〈ŷ2, ϕj〉 = 〈ŷ2, ϕj〉 = 0,

0
y2 = χ′1v1 + χ

′
2v2 + · · ·+ χ′nvn + χ′1v1 + χ′2v2 + · · ·+ χ′nvn,

where χ′1, . . . , χ′n are complex constants.
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Collecting terms with α3, we obtain the equation

Ly3 + ω3ṽ′0 +Π = 0,(2.10)

Π ≡ µ2Ty1 − ρ2∂y1/∂τ + ω2∂y1/∂ξ1 + 2α̂2(y1, y2) + α3(y1).(2.11)

Taking the inner product of (2.10) with ϕ0 and noting that 〈Π, ϕ0〉 = 0, we obtain
ω3 = 0. Taking the inner product of (2.10) with ϕ, given by formula (2.6), we
obtain

iρ2 − λ̇µ2 = 〈ω2∂y1/∂ξ1 + 2α̂2(y1, ŷ2) + α3(y1), ϕ〉 ≡ I,

since
〈α̂2(y1,

0
y2), ϕj〉 = 0 (j = 1, 2, . . . , n).

It follows from this that µ2 and ρ2 can be found in terms of χk:

(2.12) µ2 = −Re I/Re λ̇, ρ2 = Im I − Re I Im λ̇/Re λ̇.

The conditions

(2.13) Πj ≡ 〈Π, ϕj〉 = 0 (j = 1, 2, . . . , n),

together with the normalization condition (2.4), allows us to obtain χ1, . . . , χn.
Thus, we have 2n + 1 real equations (we can replace n of the complex equa-
tions (2.13) by 2n real equations) in 2n+ 2 real unknowns

µ2, ρ2,Reχ1, Imχ1, . . . ,Reχn, Imχn.

Presence of the extra unknown is due to the fact that problem (1.9) is invariant with
respect to translations in τ , and, consequently, we must obtain an entire family of
solutions (2.4), (2.13), which is, in fact, provided by the extra unknown. We note
that from the family of solutions of (1.9) we could select a representative (by making
a translation in τ) such that one of the unknowns χk would be real. We would then
have 2n+ 1 equations in 2n+ 1 unknowns.

Equations (2.13) are fairly complicated and, as the examples presented below
show, can have a different number of families of solutions; nevertheless, the form of
Πj can be determined. We let

(2.14) Qj ≡ Qj(χ1, χ1, . . . , χn, χn) = 〈ω2∂y1/∂ξ1 + 2α̂2(y1, y2) + α3(y1), ϕj〉.

It is then easy to verify that

Πj = χjµ2λ̇− χjiρ2 +Qj .

We verify also that we have the equation

(2.15) Qj(χ1γ, χ1γ, . . . , χnγ, χnγ) = |γ|2γQj(χ1, χ1, . . . , χn, χn)

for arbitrary complex γ and arbitrary χ1, . . . , χn. We let

γ = |γ| exp(−iδ), ỹk(τ, ξ1, ξ′) = yk(τ + δ, ξ1, ξ′) (k = 1, 2).

Then
ỹ1 = (χ1v1 + · · ·+ χnvn) exp(iδ) + (χ1v1 + · · ·+ χnvn) exp(−iδ).

Making a translation by δ with respect to τ in (2.7), we find that to the vector

(χ1γ, χ1γ, . . . , χnγ, χnγ)
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there correspond |γ|2ỹ2 and |γ|2ω2. Therefore,

Qj(χ1γ, χ1γ, . . . , χnγ, χnγ)

= 〈ω2|γ|3∂ỹ1/∂ξ1 + 2α̂2(|γ|ỹ1, |γ|2ỹ2) + α3(|γ|ỹ1), ϕj〉
= |γ|3〈ω2∂y1/∂ξ1 + 2α̂2(y1, y2) + α3(y1), gjψ exp i(τ + δ)〉
= |γ|3 exp(−iδ)〈ω2∂y1/∂ξ1 + 2α̂2(y1, y2) + a3(y1), ϕj〉
= |γ|2γQj(χ1, χ1, . . . , χn, χn).

It follows from (2.15) that Qj is a cubic form in (χ1, χ1, . . . , χn, χn), where each of
its terms has the form χiχlχkζjilk . Thus,

(2.16) Qj =
n∑

l>i, i,k=1

χiχlχkζjilk .

The coefficients ζjilk in (2.16) can be found as derivatives of Qj with respect to
χiχlχk:

(2.17)

ζjilk =
∂3Qj

∂χi∂χl∂χk

=
〈
∂2ω2
∂χiχl

∂

∂ξ1

(
∂y1
∂χk

)
+

∂2ω2
∂χi∂χk

∂

∂ξ1

(
∂y1
∂χl

)
+

∂2ω2
∂χl∂χk

∂

∂ξ1

(
∂y1
∂χi

)
+ 2α̂2

(
∂y1
∂χi

,
∂2y2
∂χl∂χk

)
+ 2α̂2

(
∂y1
∂χl

,
∂2y2
∂χi∂χk

)
+ 2α̂2

(
∂y1
∂χk

,
∂2y2
∂χi∂χl

)
+ 6α̂3

(
∂y1
∂χi

,
∂y1
∂χl

,
∂y1
∂χk

)
, ϕj

〉
,

where
∂y1/∂χi = vi, ∂y1/∂χl = vl, ∂y1/∂χk = vk;

the second derivatives of y2 satisfy equations of the form

∂2y2
∂χi∂χl

+
∂2ω2
∂χi∂χl

ṽ′0 + 2α̂2

(
∂y1
∂χi

,
∂y1
∂χl

)
= 0

and conditions of orthogonality to ϕj , ϕj (j = 0, 1, . . . , n). The representation of
Qj in the form (2.16), (2.17) proves to be, in a number of cases, more suitable for
calculations than (2.14).

The identity (2.15) yields the following formulas, useful later on:

(2.18)
n∑
k=1

χk
∂Qj
∂χk

= 2Qj,
n∑
k=1

χk
∂Qj
∂χk

= Qj.

They are obtained by differentiating (2.15) with respect to γ and γ, respectively,
and setting γ = 1.

Writing out the terms for successive powers of α yields equations for coefficients
of the expansions (2.1) from which, in principle, they can be obtained. We shall not
concern ourselves with this now, but we point out that in the following chapter a
theorem is proved asserting the possibility of representing solutions of problem (1.9)
in the form (2.1), as well as establishing the existence and uniqueness of a solution
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with leading term y1 of the form (2.3), where χ1, . . . , χn satisfy (2.4), (2.13) proving
that some determinant J (χ1, . . . , χn) is different from zero.

We proceed now to a clarification of the stability of solutions of problem (1.9)
bifurcating from a planar wave. Problem (1.9), linearized about

v = ṽµ + y, y ≡ αy1 + α2y2 + · · · ,

has the form

(2.19)
Λ(α)w ≡− ρ∂w

∂τ
+A∆w + ω

∂w

∂ξ

+B0w + µḂ0w + 2α̂2(w, y) + 3α̂3(w, y, y) + · · · = λw.

Operator Λ(0) coincides with operator L considered above; therefore, we know that
Λ(0) has a zero eigenvalue of multiplicity 2n+ 1 with eigenfunctions (1.12), (1.13),
and the remaining eigenvalues lie in the left half-plane. For small α only those
eigenvalues of problem (2.19) can be found in the right half-plane which branch out
from the zero eigenvalue for α = 0. We note that problem (2.19) has for α > 0
a multiple zero eigenvalue with eigenfunctions ∂v/∂ξ1 and ∂v/∂τ , a circumstance
connected with the invariance of problem (1.9) with respect to translations in ξ1
and τ . Thus, we must follow the motion of the remaining 2n − 1 eigenvalues as
α varies. We could seek eigenvalues λ of problem (2.19) in the form of a series in
powers of α:

(2.20) λ = α2λ2 + · · · ,

and, correspondingly, eigenfunctions in the form

w = αw1 + α2w2 + · · ·

Our interest here centers on the signs of Reλ2 for all eigenvalues λ branching
away from the zero eigenvalue, since they determine the stability or instability of
solution v of problem (1.9). It turns out (see the following chapter) that all λ2,
except for one, equal to zero, to which there corresponds the eigenfunction ∂v/∂ξ,
are eigenvalues of matrix D,

D =



∂Π1

∂χ1

∂Π1

∂χ1

∂Π1

∂χ2

∂Π1

∂χ2
. . .

∂Π1

∂χn

∂Π1

∂χn

∂Π1

∂χ1

∂Π1

∂χ1

∂Π1

∂χ2

∂Π1

∂χ2
. . .

∂Π1

∂χn

∂Πn
∂χn

. . . . . . . . . . . . . . . . . . . . .

∂Πn
∂χ1

∂Πn
∂χ1

∂Πn
∂χ2

∂Πn
∂χ2

. . .
∂Πn
∂χn

∂Πn
∂χn


.

We verify that D has a zero eigenvalue and eigenvalue λ2 = −2µ2Re λ̇. We
denote by e and d, respectively, the columns

(χ1,−χ1, χ2,−χ2, . . . , χn,−χn),

(χ1(−iρ2 + µ2λ̇), χ1(iρ2 + µ2λ̇), . . . , χn(−iρ2 + µ2λ̇), χn(iρ2 + µ2λ̇)),

and, using the definitions of the quantities Πj and Qj, and also the identities (2.18),
we obtain

De = 0, Dd = −2µ2Re λ̇d,
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which is what we wished to prove. It follows from this that subcritical bifurcations
are unstable, both in the case of simple eigenvalues σ̃ and in the case of multiple
eigenvalues.

§3. Examples

Now we consider some examples. We begin with the case of the simple
eigenvalue σ̃. In this case n = 1 and in expansion (2.1)

y1 = χ1v1 + χ1v1, |χ1| = 1

(see (2.3), (2.4)). The equation for y2 can be written in the form (see (2.7))

(3.1)
Ly2 + ω2ṽ′0 + χ

2
1g

2
1

1
2π

exp(2iτ)α2(θ)

+ χ21g
2
1

1
2π

exp(−2iτ)α2(θ) +
1
π
|χ1|2g21α̂2(θ, θ) = 0,

and, consequently,

(3.2)

ω2 = −2
∫
G

[g1(ξ′)]2 dξ′
∫ ∞

−∞
〈α̂(θ, θ), ϕ0〉 dξ1,

y2(θ, ξ1, ξ′) = χ21 exp(2iτ)ζ1(ξ1, ξ
′)

+ χ21 exp(−2iτ)ζ1(ξ1, ξ′) + 2|χ1|2ζ2(ξ1, ξ′),

where the equations for ζ1(ξ1, ξ′), ζ2(ξ1, ξ′) can be readily obtained by substitut-
ing (3.2) into (3.1). As was shown above,

ω1 = ρ1 = µ1 = ω3 = 0,

and the conditions (2.13) for solvability of equation (2.10) for y3 have in this case
the form

(3.3) Π1 ≡ −iχ1ρ2 + µ2λ̇χ1 + χ1|χ1|2ζ = 0,

where (see (2.17))

ζ = ζ1111 =
∂3Q1

∂χ21∂χ1

=
∫
G

∞∫
−∞

(
ω2
∂θ

∂ξ1
g1 + 4g1α̂2(θ, ζ2) + 2g1α̂2(θ, ζ1) +

3
π
g31α̂3(θ, θ, θ), ψg1

)
dξ1 dξ

′.

From this we have (see (3.3))

(3.4) µ2 = −Re ζ/Re λ̇, ρ2 = Im ζ + µ2 Im λ̇.

We show also that the determinant J (χ1) for n= 1 is not equal to zero, and, there-
fore, the solution of problem (1.9), (1.2) of the form (2.1), with the indicated y1,
y2, ω1, ω2, etc., exists and is unique for each χ1. All these solutions, corresponding
to various χ1, can be changed over into one another by translations in τ .

The general results presented above concerning the stability of solutions of
problem (1.9), (1.2), branching from a planar wave, make it possible to assert that
subcritical bifurcations (µ2 < 0, see (3.4)) are unstable and that supercritical ones
are stable.
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The conditions discussed allow us to make certain deductions concerning prop-
erties of the solutions obtained. Thus, for example, if eigenvalue σ̃ is equal to zero,
then n = 1 and g1 ≡ 1. Consequently, y1 does not depend on ξ′ and, from the form
of the equations for yk (k = 2, 3, . . . ), we find that y2, y3, etc., and, together with
them, also v do not depend on ξ′. Thus we obtain one-dimensional self-oscillating
modes.

By way of a second example, we can consider the case of a circular cylinder
where σ̃ = (σ0n/R)2. Then y1 is independent of the angular coordinate, and the
same conclusion can be made concerning solution v (limiting modes in a circular
cylinder).

The case of a multiple eigenvalue σ̃ is complicated. We can say that Qj , as a
consequence of (2.16), has the form

(3.5)
Qj = χ1|χ1|2ζj1 + χ1|χ2|2ζj2 + χ2|χ1|2ζj3 + χ2|χ2|2ζj4 + χ1χ22ζj5 + χ2χ21ζj6.

We consider two examples: one in which domain G is a disk of radius R in which
polar coordinates r, ϕ are introduced, and the second in which G is a square of side
l.

In the first case, y1 in (2.1) has the form

y1 = χ1v1 + χ2v2 + χ1v1 + χ2v2, |χ1|2 + |χ2|2 = 1;

v1, v2 are given by formula (1.13) with

g1 = exp(−ikϕ)Jk(σkl/R), g2 = exp(ikϕ)Jk(σklr/R) (k, l > 0),

y2 and ω2 have the form

y2(τ, ξ, r, ϕ) = χ21ζ1 exp 2i(τ − kϕ) + χ22ζ1 exp 2i(τ + kϕ) + 2ζ4
(3.6)

+ 2χ1χ2ζ2 exp(−2ikϕ) + 2χ1χ2ζ3 exp(2iτ) + χ21ζ1 exp(−2i(τ − kϕ))

+ χ22ζ1 exp(−2i(τ + kϕ)) + 2χ1χ2ζ2 exp(2ikϕ) + 2χ1χ2ζ3 exp(−2iτ),

ω2 = −8π2(χ1χ1 + χ2χ2)
∫ R

0

J2k (σklr/R) dr
∫ ∞

−∞
(α2(θ), ϕ0) dξ,

(3.7)

where ζk(ξ) (k=1, . . . , 4) satisfy the equations obtained by the substitution of (3.6),
(3.7) into (2.7). Conditions (2.13) for the solvability of equations (2.10) for y3 have,
in this case, the form

(3.8)
Π1 ≡ −iχ1ρ2 + µ2λ̇χ1 + χ1|χ1|2ζ1 + χ1|χ2|2ζ2 = 0,

Π2 ≡ −iχ2ρ2 + µ2λ̇χ2 + χ2|χ2|2ζ1 + χ2|χ1|2ζ2 = 0,

where ζ1 = ∂3Q1/∂χ
2
1∂χ1, ζ2 = ∂

3Q1/∂χ1∂χ2∂χ2, and can be calculated in accor-
dance with formulas (2.17), and, by the same formulas, we may verify that in (3.5)
ζj3 = ζj4 = ζj5 = ζj6 = 0. In fact, we can obtain the equality of these coefficients
to zero without any calculations by using the invariance of problem (1.9), (1.2) in
the circular cylinder with respect to translations in τ and rotations with respect to
ϕ. With respect to the use of groups of symmetries in the theory of bifurcations
see also [Sat 3].
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It is easy to see that equations (3.8) have the solutions

1◦. |χ1| = 1, χ2 = 0; 2◦. |χ2| = 1, χ1 = 0;

3◦. |χ1| = |χ2| = 2−1/2.

The first two cases correspond to spinning modes rotating in different directions,
and the third case, obtained under the condition ζ1 �= ζ2, corresponds to symmetric
modes. In cases 1◦ and 2◦, as a consequence of (3.8),

(3.9) µ2 = −Re ζ1/Re λ̇, ρ2 = µ2 Im λ̇+ Im ζ1,

while in case 3◦,

µ2 = −Re(ζ1 + ζ2)/(2Re λ̇), ρ2 = µ2 Im λ̇+ Im(ζ1 + ζ2)/2.

We remark that in cases 1◦ and 2◦ determinant J (χ1, χ2) �= 0, and, consequently,
the solution exists and is unique for arbitrary χ1 and χ2 satisfying 1◦, 2◦. In case
3◦, J (χ1, χ2) = 0 and the elucidation of questions of existence and uniqueness of a
solution required additional investigations [Vol 49].

A study of the stability of solutions, corresponding to cases 1◦–3◦, is reduced,
as noted above, to finding the eigenvalues of the matrix D = D(χ1, χ2). In cases 1◦

and 2◦ the matrices D(χ1, 0) and D(0, χ2) have identical eigenvalues λ= α2λ2+ · · · ,
where

(3.10) λ2 = 0, λ2 = 2Re ζ1, λ2 = ζ2 − ζ1, λ2 = ζ2 − ζ1,

and, in case 3◦,

(3.11) λ2 = 0, λ2 = Re(ζ1 + ζ2), λ2 = Re(ζ1 − ζ2), λ2 = 0.

Conditions for negativeness of Reλ2 for λ �= 0 in (3.10) and (3.11) yield, respec-
tively, the conditions for stability of spinning and symmetric modes. A comparison
of (3.10) and (3.11) shows that these modes cannot be stable simultaneously since
the stability conditions, Re ζ2 < Re ζ1 in (3.10) and Re ζ2 > Re ζ1 in (3.11), are
opposite to one another.

We go now to the example in which domain G is a square. In this case, v1 and
v2 are given by formula (1.13) with

g1 = cos
πmξ2
l

cos
πkξ3
l
, g2 = cos

πmξ3
l

cos
πkξ2
l
,

k and m are nonnegative integers, whereby the condition for σ̃ to be of multiplicity
two is reduced to the requirement that k �= m and that k2 + m2 cannot be
represented as a sum of squares of two integers in another way. Without dwelling
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on the form of y2, ω2, etc., we write out equations (2.13) directly. They have the
form

(3.12)
Π1 ≡ −iχ1ρ2 + µ2λ̇χ1 + χ1|χ1|2ζ1 + χ1|χ2|2ζ2 + χ1χ22ζ3 = 0,

Π2 ≡ −iχ2ρ2 + µ2λ̇χ2 + χ2|χ2|2ζ1 + χ2|χ1|2ζ2 + χ2χ21ζ3 = 0,

where ζ1, ζ2, ζ3 can be found by differentiating Q1. A study of equations (3.12)
has shown that we have the following solutions:

1a. χ1 = 0, |χ2| = 1,

1b. χ2 = 0, |χ1| = 1, −iρ2 + µ2λ̇ = −ζ1,
2a. χ1 = χ2 = 2−1/2 exp iσ,

2b. χ1 = −χ2 = 2−1/2 exp iσ, −iρ2 + µ2λ̇ = −(ζ1 + ζ2 + ζ3),
2c. χ1 = iχ2 = 2−1/2i exp iσ,

2d. χ1 = −iχ2 = 2−1/2i exp iσ, −iρ2 + µ2λ̇ = −(ζ1 + ζ2 + ζ3),

3. χ1 =
(

k

1 + k

)1/2

eiα, χ2 =
(

k

1 + k

)1/2

eiσ,

k =
Im ζ4 ± (1− (Re ζ4)2)1/2

Im ζ4 ∓ (1− (Re ζ4)2)1/2
,

α = σ + γ/2 + πj (j = 0, 1), exp iγ = Re ζ4 ± i(1− (Re ζ4)2)1/2,

ζ4 = (ζ1 − ζ2)/ζ3.

Here σ is an arbitrary real number; solutions 1 and 2 exist for arbitrary ζ1, ζ2, ζ3;
and solution 3 exists provided |ζ4| > 1, |Re ζ4| < 1.

A study of stability has shown that solutions 1a and 1b have identical conditions
of stability, as so also 2a, 2b, 2c, and 2d, where not all of them can be stable at the
same time; finally, the solutions 3 are always unstable.

As is evident from the results presented above, an elucidation of questions
concerning existence, uniqueness, and stability of solutions of problem (1.9), (1.2)
branching from a planar wave reduces to the solution of some algebraic problems
(to the solution of equations (2.13) for determining the existence and uniqueness of
a solution and for obtaining the eigenvalues of matrix D to determine its stability).



CHAPTER 7

Mathematical Proofs

§1. Statement of the problem and linear analysis

1.1. Statement of the problem. We consider the system of equations

(1.1)
∂v

∂t
= A∆v + F (v, µ).

Here v = (v1, v2, . . . , vp) is a vector-valued function, µ is a real parameter,

∆v =
N∑
i=1

∂2v

∂ξ2i
,

A is a square positive-definite matrix, and F (v, µ) is a vector-valued function which
is assumed to be sufficiently smooth. System (1.1) is considered in a cylinder
Ω: ξ = (ξ1, ξ′), −∞ < ξ1 < +∞, (ξ2, . . . , ξN ) ∈ G, where G is a bounded domain
of (N − 1)-dimensional space with a sufficiently smooth boundary. On boundary S
of cylinder Ω there is given the boundary condition

(1.2)
∂v

∂ν

∣∣∣∣
S

= 0

(ν is the normal to S).
We assume that there exists a plane wave, i.e., a solution of equation (1.1) of

the form
v = ṽµ(ξ1 − ω̃µτ),

so that ṽµ(x) is a solution of the equation

(1.3) Aṽ′′µ(x) + ω̃µṽ
′
µ(x) + F (ṽµ, µ) = 0.

We assume here that ṽµ(x) is a sufficiently smooth function which, together
with its first derivatives, has limits as x→ ±∞.

Our interest centers on solutions of equation (1.1) of the type of traveling waves,
propagating along the cylinder axis with speed ω. Changing over to coordinates
connected with the front of a wave, i.e., making the substitution ξ′1 = ξ1 − ωτ ,
ξ′k = ξk (k = 2, 3, . . . , N), and returning to the previous notation ξ1, . . . , ξN , we
obtain, in place of (1.1), the system

(1.4)
∂v

∂t
= A∆v + ω

∂v

∂ξ1
+ F (v, µ).

We note that ω is unknown and, like function v, is to be determined.
We seek solutions v of problem (1.4), (1.2), periodic with respect to the time

t, that are close to a planar wave ṽµ appearing as the result of a bifurcation with

273
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the passage of parameter µ through some value µ0 (for simplicity, we assume that
µ0 = 0). It is convenient here to change over to a new variable τ = tρ, where ρ is a
parameter, depending on µ, which is to be determined, being chosen so that in the
new coordinates the solution will have period 2π. We obtain the system

(1.5) ρ
∂v

∂τ
= A∆v + ω

∂v

∂ξ1
+ F (v, µ).

1.2. Spectrum of a linearized stationary operator. We linearize the
operator defined by the right-hand side of system (1.5), on the planar wave ṽµ,
where the speed ω is considered to be fixed and equal to the speed of the planar
wave: ω = ω̃µ. We obtain the operator

(1.6) Λµv = A∆v + ω̃µ
∂v

∂ξ1
+Bµv,

where Bµ = F ′
v(ṽµ, µ) is the matrix of the partial derivatives of F (v, µ) with respect

to v1, . . . , vp. For definiteness, we assume that operator Λµ is considered in a
Sobolev space H2r(Ω), where r is an integer (H2r(Ω) is the space of vector-valued
functions defined in Ω and square-summable) together with derivatives to order
2r. The domain of definition of operator Λµ is the set of functions v ∈ H2r+2(Ω),
satisfying the boundary condition (1.2).

We make certain assumptions concerning the spectrum of operator Λµ, which,
as we show later on, are sufficient for bifurcation of waves of interest to us. It is
convenient to make these assumptions in terms of an operator Lσµ, which will be
introduced presently, and to then determine their significance for operator Λµ.

We consider the problem

(1.7) ∆g = −σg, ∂g

∂ν

∣∣∣∣
∂G

= 0,

where ∆ is the (N − 1)-dimensional Laplace operator in the cylinder cross-section
G. Let

(1.8) σ = 0, σ1, . . . , σk, . . .

be the eigenvalues of problem (1.7) (multiple eigenvalues are repeated), and let

(1.9) g = 1, g1, . . . , gk, . . .

be the corresponding eigenfunctions, which form an orthonormalized system with
respect to the inner product in L2(Ω). We pass from function v(ξ) to its Fourier
coefficients relative to system (1.9):

(1.10) θk(ξ1) =
∫
G

v(ξ1, ξ′)gk(ξ
′) dξ′,

and, in correspondence with this, from operator Λµ to operator Lσµ:

(1.11) Lσµθ = Aθ′′ − σAθ + ω̃µθ′ +Bµθ,

which is obtained by multiplying Λµ by gk and integrating over G. In equa-
tion (1.10) the overbar denotes the complex conjugate.

We shall consider operator Lσµ as acting in the space H2r(R1) with domain of
definition H2r+2(R1).
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We formulate conditions that will be imposed on the eigenvalues of operator
Lσkµ (k = 0, 1, . . . ). We note first that if we differentiate equation (1.3) with
respect to x for µ = 0, we then obtain L00ṽ′0 = 0. We shall assume that ṽ′0 is an
element of the space H2r+2(R1), so that operator L00 has a zero eigenvalue. This
assumption is satisfied in many physical models. In case ṽ′0 does not belong to the
space H2r+2(R1), the discussion is simplified.

Condition 1. The point λ = 0 is a simple eigenvalue of operator L00 and it
is not an eigenvalue of operators Lσk0 for k > 0.

Condition 2. Let γ be the imaginary axis of the λ-plane with the point 0
deleted. We can then find one and only one σk for which there are eigenvalues of
operator Lσk0 on γ. Let us denote this σk by σ̃. Operator L

eσ0 has exactly two
eigenvalues on γ and they are simple.

Let ±iκ, κ > 0, be the eigenvalues of operator L
eσ0, and let λµ be an eigenvalue

of operator L
eσµ such that λ0 = iκ, i.e., λµ is a continuation of the eigenvalue iκ

with respect to µ. In view of the assumed simplicity of the eigenvalue iκ, such a
continuation exists. Moreover, in view of the smoothness of functions F (v, µ) and
ṽµ, it is easy to see that the derivative of λµ with respect to µ exists.

Condition 3.

(1.12) Re
dλµ
dµ

∣∣∣∣
µ=0

�= 0.

Since Λµ is an elliptic operator, considered in an unbounded cylinder, it then
has not only a discrete but also a continuous spectrum. We impose restrictions on
the coefficients of operator Λµ, guaranteeing that its continuous spectrum lies in
the left half of the λ-plane. In particular, we let

B±
µ = lim

ξ1→±∞
Bµ(ξ1).

Condition 4. All eigenvalues of the matrices B±
0 −Aρ for all ρ � 0 lie in the

left half of the λ-plane.

Based on the results of Chapter 4, we can prove the following proposition.

Proposition 1.1. When Condition 4 is satisfied, the continuous spectrum of
operator Λµ, as well as that of operator Lσµ, σ � 0, for µ sufficiently close to zero,
lies in the angle

Reλ+ α| Imλ|+ b � 0 (α > 0, b > 0).

Henceforth we shall assume that Conditions 1–4 are satisfied.

Proposition 1.2. The spectrum of operator Λ0 intersects the imaginary axis
of the λ-plane at three points : λ = 0, λ = ±iκ, these being eigenvalues; here, λ = 0
is a simple eigenvalue, while λ = ±iκ are eigenvalues of multiplicity n, where n is
the multiplicity of the eigenvalue σ = σ̃ of problem (1.7).

Proposition 1.3. The eigenvalue iκ has a unique smooth extension λµ (λ0 =
iκ), as an eigenvalue of operator Λµ, and we have for it the relation (1.12).

We prove this proposition and, in passing, obtain the form of the eigenfunctions
of operator Λµ corresponding to the indicated eigenvalues. These eigenfunctions
will be required later on.
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We show first that λ = 0 is a simple eigenvalue of operator Λ0. Let ϕ0(ξ1) be
the eigenfunction of operator L00 corresponding to the zero eigenvalue. Obviously,

(1.13) Λ0ϕ0 = 0.

We show that the equation

(1.14) Λ0v = 0

has no other linearly independent solutions. Indeed, if v(ξ) is a solution of (1.14),
then θk, given by the equation (1.10), is a solution of the equation

Lσk0θk = 0.

It follows from Condition 1 that θ0 = χϕ0, where χ is a constant and θk = 0 for
k > 0. Expanding v(ξ) in a Fourier series according to system (1.9), we obtain

v(ξ) = χϕ0(ξ1).

Thus we have shown that the space of solutions of equation (1.14) is one-dimensional.
We introduce the operators

L∗
σµψ = Aψ′′ − σAψ − ω̃µψ′ +B∗

µψ,

Λ∗
µϕ = A∆ϕ− ω̃µ

∂ϕ

∂ξ1
+B∗

µϕ,

where B∗
µ is the matrix adjoint to Bµ. We shall consider operator L∗

σµ as acting in
H2r(R1) with domain of definitionH2r+2(R1), and operator Λ∗

µ as acting in H2r(Ω)
with the domain of definition being the set of vector-valued functions ϕ ∈H2r+2(Ω)
satisfying the condition

∂ϕ

∂ν

∣∣∣∣
S

= 0.

By Condition 1 the equation

(1.15) L∗
00ψ = 0

has a one-dimensional space of solutions. Let ψ = ψ0 be a nonzero solution of
equation (1.15). Obviously,

(1.16) Λ∗
0ψ0 = 0.

Since the zero eigenvalue of operator L00 is simple, we have

(1.17) {ϕ0, ψ0} �= 0.

Here, and in what follows, we use the notation

{v, ϕ} =
∫ ∞

−∞
(v, ϕ) dξ1

for arbitrary vector-valued functions, v, ϕ∈L2(R1), where (·, ·) is the scalar product
in Rp. We shall also write

[v, ϕ] =
∫
Ω

(v, ϕ) dξ
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for arbitrary vector-valued functions v, ϕ ∈ L2(Ω). It obviously follows from (1.17)
that

(1.18) [ϕ0, ψ0] �= 0.

Noting, on the basis of Proposition 1.1, that operator Λ0 possesses the Fredholm
property, we conclude from (1.18) that zero is a simple eigenvalue of operator Λ0.

We show now that λ = iκ is an eigenvalue of operator Λ0. We denote by

gk(ξ′) (k = 1, 2, . . . , n)

all those eigenfunctions (1.9) that correspond to the eigenvalue σ = σ̃ of prob-
lem (1.7). Further, let θ(ξ1) be the eigenfunction of operator L

eσ0 corresponding to
the eigenvalue iκ:

(1.19) L
eσ0θ = iκθ.

We may then verify directly the equality

(1.20) Λ0v
k = iκvk (k = 1, 2, . . . , n),

where

(1.21) vk(ξ) = θ(ξ1)gk(ξ′) (k = 1, 2, . . . , n).

Since operator Λ0− iκI (I is the unit operator) possesses the Fredholm property
(by virtue of Proposition 1.1), it then follows from (1.20) that iκ is an eigenvalue
of operator Λ0.

We show that the functions (1.21) form a complete system of eigenfunctions of
operator Λ0 corresponding to the eigenvalue iκ. Indeed, if

(1.22) Λ0v = iκv,

the function θk given by equation (1.10) is a solution of the equation

Lσk0θk = iκθk

and, therefore, is different from zero only when σk = σ̃. Consequently, the expansion
of v(ξ) in a Fourier series with respect to the functions (1.9) gives

v(ξ) =
n∑
k=1

χk(ξ1)gk(ξ′),

where

χk(ξ1) =
∫
G

v(ξ)gk(ξ′) dξ′.

Obviously, by virtue of (1.22), χk(ξ) is a solution of equation (1.19) and, owing to
the fact that iκ is a simple eigenvalue of operator L

eσ0, we find that

χk(ξ1) = αkθ(ξ1),

where αk is a constant. Thus we have shown that an arbitrary solution of equa-
tion (1.22) is a linear combination of the functions (1.21).
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Consider now the equation

(1.23) Λ∗
0ϕ = −iκϕ.

Let ψ be the eigenfunction of operator L∗
eσ0, corresponding to the eigenvalue −iκ:

(1.24) L∗
eσ0ψ = −iκψ.

Reasoning as we did above, we find that the complete system of linearly
independent solutions of equation (1.23) has the form

(1.25) ϕk = ψ(ξ1)gk(ξ′) (k = 1, 2, . . . , n).

Obviously,

[vm, ϕk] = {θ, ψ}δmk (k,m = 1, 2, . . . , n).

Owing to the fact that iκ is a simple eigenvalue of operator L
eσ0, the functions θ

and ψ can be considered to be chosen so that

{θ, ψ} = 1.

Therefore,

(1.26) [vm, ϕk] = δmk (k,m = 1, 2, . . . , n).

It follows from (1.26) that operator Λ0 has no associated functions. Thus we
have shown that iκ is an eigenvalue of operator Λ0 of multiplicity n. This establishes
Proposition 1.2.

We prove Proposition 1.3. Let λµ be an eigenvalue of operator L
eσµ, as discussed

in Condition 3. Assume, further, that θµ is the corresponding eigenfunction, which
is continuous with respect to µ and such that θ0 = θ,

(1.27) L
eσµθµ = λµθµ.

Multiplying (1.27) by gk, we obtain

(1.28) Λµvkµ = λµvkµ (k = 1, 2, . . . , n),

where

vkµ(ξ) = θµ(ξ1)gk(ξ
′) (k = 1, 2, . . . , n).

Thus λk is an eigenvalue of operator Λµ.
Let V be a neighborhood of point iκ in the λ-plane such that operator L

eσµ

for |µ| < δ has no eigenvalues in V different from λµ. Decreasing, if necessary, the
neighborhood V and the number δ, we can assure ourselves that when |µ| < δ and
σk �= σ̃ the operator Lσkµ will have only regular points in V . This follows from
the fact that operator Lσk0 (σ �= σ̃) has no points of its spectrum on γ and that,
for σ sufficiently large and |µ| < δ, the entire spectrum of operator Lσµ lies in the
half-plane Reλ < −K (K > 0) (see Chapter 4). We show now, for |µ| < δ, that



§1. STATEMENT OF THE PROBLEM AND LINEAR ANALYSIS 279

in the indicated neighborhood V of point iκ the operator Λµ has no eigenvalues
different from the eigenvalue λµ of operator L

eσµ. Indeed, let

(1.29) Λµvµ = λ̂µvµ (λ̂ ∈ V, |µ| < δ, vµ �= 0).

Further, let

θµk(ξ1) =
∫
G

vµ(ξ)gk(ξ′) dξ′.

Then from (1.29) it follows that

(1.30) Lσkµθµk = λ̂µθµk.

By the aforesaid, θµk = 0 for σk �= σ̃, and, therefore, θµk �= 0 for at least one k
such that σk = σ̃. From (1.30) we find that λ̂µ is an eigenvalue of operator L

eσµ;
consequently, λ̂µ = λµ. This establishes Proposition 1.3.

Remark. By virtue of Proposition 1.2, as µ passes through zero, two of the
eigenvalues of operator Λµ cross over into the right half-plane. A more general case
could be considered in which a larger number of eigenvalues cross over; however,
we shall not concern ourselves with this here. We limit the discussion to the
simplest assumptions that lead to the effects described in the Introduction. On the
other hand, greater simplification of the assumptions might lead to the exclusion
of physically interesting phenomena. Indeed, we cannot avoid considering the
zero eigenvalue, since the derivative ṽ′µ(ξ1) is an eigenfunction corresponding to
the zero eigenvalue of operator Λµ. Further, the multiplicity requirement for the
eigenvalue iκ of operator Λ0 is connected with the multiplicity of the eigenvalue σ
of problem (1.7), and already in the simplest, and very important for applications,
case of a circular cylinder this multiplicity can be equal to two.

1.3. Linearized nonstationary problem. Linearization of the nonstation-
ary system (1.5) on the plane wave ṽ0 with µ = 0 leads to the operator

Lv = A∆v − ρ0
∂v

∂τ
+ ω̃0

∂v

∂ξ1
+B0v,

where ρ0 denotes the value of ρ for µ = 0. We shall regard the operator as acting
in the space H2r,r. Here H2r,r is the closure of the set of unbounded differentiable
vector-valued functions v(ξ, τ), given in a neighborhood of the set Q = Ω× [0, 2π],
periodic in τ with period 2π and vanishing for large |ξ|, with respect to the norm[ ∑

0�|α|+2β�2r

∫
Q

|Dαξ Dβτ v(ξ, τ)|2dξ dτ
]1/2

,

α = (α1, . . . , αN ), |α| = α1 + · · ·+ αN .

The domain of definition of operator L consists of vector-valued functions v, be-
longing to the space H2r+2,r+1 and satisfying condition (1.2).

We consider the equation

(1.31) Lv = 0

and find all of its solutions. We note that ρ0, like v, is unknown. We assume that
ρ0 �= 0.
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It may be verified directly that as solutions of equation (1.31) we have

(1.32)
ρ0 -arbitrary, v0 = ϕ0/(2π)1/2,{
ρ0 = κ, vk(ξ, τ) = θ(ξ1)gk(ξ′) exp(iτ)/(2π)1/2,

vk(ξ, τ) = θ(ξ1)gk(ξ′) exp(−iτ)/(2π)1/2 (k = 1, 2, . . . , n)

(the bar indicates the complex conjugate).
Actually, as solutions we also have

(1.33)
{
ρ0 = κ/m, vk(ξ, τ) = θ(ξ1)gk(ξ′) exp(imτ)/(2π)1/2,

vk(ξ, τ) = θ(ξ1)gk(ξ′) exp(−imτ)/(2π)1/2 (k = 1, 2, . . . , n)

for all integral m �= 0. However, we can limit ourselves to the solutions (1.32) since
if we return to the initial variable we then find that mτ = κt for all m.

We show that equation (1.31) has no other linearly independent solutions,
except for those indicated.

We assume, at first, that solution v of equation (1.31) does not depend on τ .
Then, obviously, Λ0v = 0 and, on the basis of Condition 1,

v = χ0ṽ′0.

Assume now that v(ξ, τ) depends essentially on τ , i.e., ∂v(ξ, τ)/∂τ is not
identically zero. Let

(1.34) ṽ(ξ) =
∫ 2π

0

v(ξ, τ) exp(ikτ) dτ,

where k is an integer. We multiply (3.2) by exp(ikτ) and integrate with respect to
τ . We obtain

(1.35) Λ0ṽ = ikρ0ṽ.

Since v depends essentially on τ , it follows that there exists a k �= 0 such that ṽ �≡ 0.
From (1.35), based on Condition 1, we now have

ρ0 = ±κ/k.

Thus we have found the form of ρ0. Suppose ρ0 has the form (1.33). Then for
the functions ṽ(ξ), given by equation (1.34), it follows, on the basis of (1.35), that
ṽ(ξ) = 0 for k �= 0,±m. Consequently, v(ξ, τ) is a linear combination of ṽ′0 and
functions vk and vk given by equation (1.33).

In what follows we assume that
ρ0 = κ.

Consider the equation adjoint to (1.31):

(1.36) L∗ϕ = 0,

where

L∗ϕ = A∆ϕ+ ρ0
∂ϕ

∂τ
− ω̃0

∂ϕ

∂ξ1
+B∗

0ϕ.

We assume that operator L∗ has the same domain of definition as L.
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As was the case above, it may be proved that all the linearly independent
solutions of equation (1.36) have the form

(1.37)
{
ϕ0(ξ, τ) = ψ0(ξ1)/(2π)1/2, ϕk(ξ, τ) = ψ(ξ1)gk(ξ′) exp(iτ)/(2π)1/2,

ϕk(ξ, τ) = ψ(ξ1) gk(ξ′) exp(−iτ)/(2π)1/2 (k = 1, 2, . . . , n),

where ψ0 and ψ are solutions of equations (1.16) and (1.24), respectively.
We introduce the inner product

〈v, ϕ〉 =
∫ 2π

0

dτ

∫
Ω

(v(ξ, τ), ϕ(ξ, τ)) dξ

for vector-valued functions belonging to L2(Ω× [0, 2π]). We shall also assume that
ϕ0 = ṽ′0(2π)

1/2 and function ψ0 is normalized so that

[ϕ0, ψ0] = 1,

which is possible by virtue of (1.18). Then, noting (1.26), it is readily verified that

(1.38)
〈vm, ϕk〉 = δmk (k,m = 0, 1, . . . , n),

〈vm, ϕk〉 = 0 (k,m = 0, 1, . . . , n).

Proposition 1.4. For solvability of the equation

(1.39) Lv = f (f ∈ H2r,r)

it is necessary and sufficient that the following conditions be satisfied :

〈f, ϕk〉 = 0 (k = 0, 1, . . . , n),

〈f, ϕk〉 = 0 (k = 0, 1, . . . , n).

Proof. The necessity part of the proof is obvious. We prove the sufficiency.
Let

(1.40) fk(ξ) =
1
2π

∫ 2π

0

f(ξ, τ) exp(−ikτ) dτ (k = 0,±1, . . . ),

and consider the equation

(1.41) Λ0vk − ikρ0vk = fk (k = 0,±1, . . . ).

Obviously, fk ∈ H2r(Ω). We show that equation (1.41) is solvable. By virtue of
Proposition 1.2, for |k| > 1 the numbers ikρ0 are regular points of operator Λ0,
and, therefore, for these values of k equation (1.41) is solvable. Further, it may be
verified directly that

(1.42)

[f0, ϕ0] = 〈f, ϕ0〉/(2π) = 0,

[f1, ϕk] = 〈f, ϕk〉/(2π)1/2 = 0

[f−1, ϕ
k] = 〈f, ϕ0〉/(2π)1/2 = 0,

(k = 1, . . . , n),

where ϕk are functions given by equation (1.25). It follows from the results of §1.2
that functions ϕ0, ϕk, and ϕk (k = 1, . . . , n) form a complete system of linearly
independent solutions of equation

Λ∗
0ϕ+ ikρ0ϕ = 0

for k equal to 0, 1, and −1, respectively, and that the conditions (1.42) are sufficient
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for solvability of equation (1.41) for k = 0,±1. Thus, we have established the
solvability of equation (1.41) for all k.

To prove solvability of equation (1.39) we construct a solution in the form of
Fourier series; a proof of the convergence of this series, in the norms in question,
requires estimates of solutions of equations (1.41). We make use of estimates
obtained in Chapter 4 for equations with a parameter. Satisfaction of the conditions
required to validate these estimates may easily be verified. Here, in particular, we
use Condition 4. In connection with system (1.41) (k plays the role of a parameter),
these estimates have the form

(1.43) ‖vk‖22r+2 + k
2r+2‖vk‖20 � K0[‖fk‖22r + k2r‖fk‖20],

where ‖ ‖m is the norm in the space Hm(Ω); constant K0 does not depend on k,
and |k| > k̂, where k̂ is some number.

From (1.40) it follows that

fk(ξ) =
1

2π(ki)r

∫ 2π

0

∂rf(ξ, τ)
∂τr

exp(−ikτ) dτ,

Dαξ fk(ξ) =
1
2π

∫ 2π

0

Dαξ f(ξ, τ) exp(−ikτ) dτ (|α| � 2r).

Applying Parseval’s equality, integrating over Ω, and adding, we obtain

(1.44)
∞∑

k=−∞
[‖fk‖22r + k2r‖fk‖20] � K1‖f‖2H2r,r ,

where K1 is a constant.
Consider the series

(1.45)
∞∑

k=−∞
vk(ξ) exp(ikτ).

We show that it converges in the H2r+2,r+1-norm. For positive integers p and q
(and similarly, for negative integers p and q) we have∥∥∥∥ p+q∑

k=p

vk(ξ) exp(ikτ)
∥∥∥∥2
H2r+2,r+1

=
∑

|α|+2β�2r+2

∫ 2π

0

dτ

∫
Ω

∣∣∣∣Dαξ Dβτ p+q∑
k=p

vk(ξ) exp(ikτ)
∣∣∣∣2dξ

= 2π
∑

|α|+2β�2r+2

∫
Ω

p+q∑
k=r

|Dαξ vk(ξ)|2|k|2βdξ

� 2π
p+q∑
k=p

r+1∑
β=0

|k|2β‖vk‖22r+2−2β � K2

p+q∑
k=p

[‖vk‖22r+2 + |k|2r+2‖vk‖20],

where K2 does not depend on k. We have applied an interpolational inequality (see
Chapter 4). Noting (1.43) and (1.44), we find that the right-hand side of the last
inequality tends towards zero as p, q→+∞. Thus, we have shown that series (1.45)
converges in the H2r,2-norm. Its sum belongs to the domain of definition of operator
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L and is a solution of equation (1.39). This completes the proof of the proposition.

In what follows, we shall require estimates of solutions of equation (1.39), more
precisely, of a more general equation. Namely, we consider the operator

(1.46) Lρv = A∆v − ρ∂v
∂τ

+ ω̃0
∂v

∂ξ
+B0v,

acting in H2r,r, the domain of definition for which is the set of vector-valued
functions v belonging to H2r+2,r+1 and satisfying condition (1.2) (so that when
ρ = ρ0 this operator coincides with L). We shall assume that

κ/2 + ε < ρ < M,

where ε and M are given positive constants (ε < κ/2).

Proposition 1.5. For existence of a solution of equation

(1.47) Lρv = f (f ∈ H2r,r),

satisfying the conditions

(1.48) 〈v, ϕk〉 = 0, 〈v, ϕk〉 = 0 (k = 0, 1, . . . , n),

it is necessary and sufficient that the following conditions are satisfied :

(1.49) 〈f, ϕk〉 = 0, 〈f, ϕk〉 = 0 (k = 0, 1, . . . , n).

When conditions (1.48) are satisfied, the solution of equation (1.47) is unique,
and we have the estimate

(1.50) ‖v‖H2r+2,r+1 � K‖f‖H2r,r ,

where constant K is independent of f and ρ.

Proof. We first prove the necessity for condition (1.49). Let v be a solution
of equation (1.47) satisfying conditions (1.48). We have

(1.51) 〈Lρv, ϕk〉 = (ρ− ρ0)〈v, ∂ϕk/∂τ〉.

But ∂ϕk/∂τ = 0 for k = 0 and ∂ϕk/∂τ = iϕk for k > 0. In both cases the right-hand
side of (1.51) is equal to zero. Similarly for ϕk. Hence necessity is proved for ρ �= ρ0.
For ρ = ρ0 it follows from Proposition 1.4.

We show now that the condition (1.49) is sufficient. We note that if satis-
faction of conditions (1.48) is not required, existence of solutions is then proved
as in Proposition 1.4 (when ρ = ρ0 this coincides with Proposition 1.4). It is
therefore necessary to show that among the solutions there is one which satisfies
conditions (1.48). If ρ = ρ0, the solution is then determined to within a term which
is a linear combination of the functions v0, vk, vk (k = 1, . . . , n), and this term can
be determined so that condition (1.48) is satisfied. When ρ �= ρ0, the solution is
determined to within the term χv0, and the constant χ can be determined so that
the solution is orthogonal to ϕ0. When k �= 0, equations (1.48) follow from (1.51),
since the left-hand side of this equation is equal to zero.

When condition (1.48) is satisfied, uniqueness of the solution is obvious.
We proceed now to the proof of estimate (1.50). To do this, we consider the

space H2m,m
0 , which consists of the set of all v ∈H2m,m satisfying condition (1.48).
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We define operator Lρ0, as acting on functions v ∈ H2r+2,r+2
0 with values in

H2r,r, satisfying condition (1.2) and coinciding on its domain of definition with
Lρ. Operator Lρ0 has an inverse defined on the whole space H2r,r. According to
a theorem of Banach, operator (Lρ0)

−1 is bounded. Further, recalling the proof
of Proposition 1.4, it is easy to show that a solution of equation (1.47), satisfying
conditions (1.48), is continuous with respect to ρ in the norm of the spaceH2r+2,r+1.
Consequently, function ‖(Lρ0)−1f‖ is bounded with respect to ρ on the interval
[ε+κ/2,M ] for each f ∈H2r,r

0 . By the theorem on uniform boundedness, ‖(Lρ0)−1‖
is bounded for all ρ. Estimate (1.50) follows from this. This completes the proof of
the proposition.

In what follows, we need operator T , defined on functions v ∈ H2r+2,r+1 by
the equation

(1.52) Tv = ˙̃ω0
∂v

∂ξ1
+ Ḃ0v,

where we have introduced the notation

˙̃ω0 =
dω̃µ
dµ

∣∣∣∣
µ=0

, Ḃ0 =
dBµ
dµ

∣∣∣∣
µ=0

.

We show that we have the equalities

(1.53) 〈Tvk, ϕm〉 = λ̇0δmk, 〈Tvk, ϕm〉 = 0 (k,m = 1, . . . , n),

where

λ̇0 =
dλµ
dµ

∣∣∣∣
µ=0

,

λµ is the eigenvalue of operator Λµ, discussed in Proposition 1.3.
To prove equation (1.53), we differentiate (1.28) with respect to µ for µ = 0.

We obtain

(1.54) Λ0v̇
k
0 + Tvk0 = iκv̇k0 + λ̇0vk0 (k = 1, . . . , n),

where

v̇0 =
dvkµ
dµ

∣∣∣∣∣
µ=0

.

On the basis of (1.32), we have

vk(ξ, τ) = vk0 (ξ) exp(iτ)/(2π)
1/2 (k = 1, . . . , n).

Therefore, multiplying (1.54) by exp(iτ)/(2π)1/2 and letting

wk = v̇k0 (ξ) exp(iτ)/(2π)
1/2,

we obtain
Lwk + Tvk = λ̇0vk (k = 1, . . . , n),

from which (1.53) follows by virtue of (1.38).
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§2. General representation of solutions of the
nonlinear problem. Existence of solutions

2.1. General representation of solutions of the nonlinear problem.
We consider the nonlinear problem (1.5), (1.2) and we obtain a general representa-
tion of all of its solutions, 2π-periodic with respect to τ , branching off a planar wave,
for small µ. To shorten the writing, we denote the norm in the space H2r+2,r+1 by
‖ ‖. We assume that r is chosen so large that the space H2r+2,r+1 is embedded in
the space of twice continuously differentiable functions; such r exists by imbedding
theorems.

Let us first attach a precise meaning to the words “solution branching off a
planar wave”. We assume that µ ∈ ∆, where ∆ is either the interval [0, δ] or the
interval [−δ, 0] for δ > 0.

Definition 2.1. Let us assume, for all µ ∈ ∆, that there exists a function
vµ(ξ, τ), satisfying the following conditions:

1◦. The function

(2.1) wµ(ξ, τ) = vµ(ξ, τ) − ṽµ(ξ1)

belongs to the space H2r+2,r+1, is continuous with respect to µ in the norm
of this space, and

(2.2) w0(ξ, τ) = 0.

2◦. For µ �= 0, vµ(ξ, τ) does not coincide with ṽµ(ξ + h) for any real h.
3◦. vµ(ξ, τ) is a solution of equation (1.5), satisfying the condition (1.2).
When conditions 1◦− 3◦ are satisfied, we say that the solution vµ(ξ, τ) branches

off a planar wave.

Recall that if ṽµ(ξ1) is a planar wave, then ṽµ(ξ1 + h) is also a planar wave.
Therefore the meaning of condition 2◦ is that we exclude apparent branching of the
form

vµ(ξ, τ) = ṽµ(ξ1 + h(µ)).

On the other hand, we can make use of the invariance of a planar wave with respect
to translations in order to simplify further discussion. In particular, we have the
following proposition.

Proposition 2.1. For sufficiently small δ we can choose a continuous function
h(µ) (µ ∈ ∆), such that h(0) = 0, and such that with the replacement of ṽµ(ξ1)
in (2.1) by ṽµ(ξ1 + h(µ)) we obtain

(2.3) 〈wµ, ϕ0〉 = 0.

Proof. We are required to prove solvability of the equation

(2.4) 〈ṽµ(ξ1 + h), ϕ0〉 = 〈vµ, ϕ0〉

with respect to h. Based on (2.2), for µ = 0 the solution of this equation is h = 0.
Further,

∂

∂h
〈ṽµ(ξ1 + h), ϕ0〉

∣∣∣∣
µ=0,h=0

=
〈
dṽ0(ξ1)
dξ1

, ϕ0

〉
�= 0

by virtue of Condition 1, since dṽ0(ξ1)/dξ1 is an eigenfunction of operator L00,
corresponding to the zero eigenvalue. Thus, according to the implicit function
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theorem, there exists a solution of equation (2.4). The proposition is thereby
established.

By virtue of this proposition, we can assume, without loss of generality, that
(2.3) is valid.

All functions appearing in the discussion below, except for functions vk and ϕk
(see (1.32) and (1.37)), are assumed to be real. We set

(2.5) wµ =
1
w +

2
w,

where

L
1
w = 0,(2.6)

〈 2w,ϕk〉 = 0 (k = 0, 1, . . . , n).(2.7)

Obviously, we can represent an arbitrary function from H2r+2,r+1 in the form (2.5).

By virtue of (2.3) and (2.7), 〈 1w,ϕ0〉 = 0, and, therefore,

(2.8)
1
w = Re

n∑
k=1

αkvk,

where αk are complex constants. By (1.38) we have αk = 〈wµ, ϕk〉, and, therefore,
setting

α = (|α1|2 + · · ·+ |αl|2)1/2,

we obtain

(2.9) α � C‖wµ‖, ‖ 2
w‖ � C‖wµ‖.

Here, and in what follows, C denotes various constants.
We introduce the notation

1
ρ = ρ− ρ0,

1
ω = ω − ω̃µ,

and we substitute ρ and ω, and also

v = ṽµ +
1
w +

2
w

into equation (1.5). If we take into account that ṽµ and ω̃µ satisfy equation (1.3)

and that
1
w satisfies equation (2.6), we obtain

(2.10) Lρ
2
w +

1
ωṽ′0 + µT

1
w − 1

ρ
∂

1
w

∂τ
+Φ = 0.

Here Lρ is the operator (1.46), T is the operator (1.52), and

(2.11)
Φ =

1
ωµ ˙̃v′µ + µ

2 ¨̃ω0
∂

1
w

∂ξ1
+

1
ω
∂

1
w

∂ξ1
+ µ ˙̃ω0

∂
2
w

∂ξ1
+

1
ω
∂

2
w

∂ξ1

+ µḂ0
2
w + a2(

1
w +

2
w) + a3(

1
w +

2
w) + · · · ,

where dotted terms replace terms whose explicit form is not essential for further
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estimates; dots above functions of µ indicate derivatives with respect to µ; a2 and
a3 are obtained by expanding function F (v, µ) in a Taylor series,

F (ṽµ + ϑ, µ) = F (ṽµ, µ) +B0ϑ+ µḂ0ϑ+ a2(ϑ) + a3(ϑ) + · · · .

In the last equation the dots replace the remainder term in the expansion, a2(ϑ) =
â2(ϑ, ϑ), a3(ϑ) = â3(ϑ, ϑ, ϑ); â2 and â3 are bilinear and trilinear symmetric forms.

We estimate Φ in the norm of space H2r,r, assuming that ‖wµ‖, |
1
ω|, and |µ| do

not exceed a given number (for example, one):

(2.12) ‖Φ‖H2r,r � C(| 1ωµ|+ |αµ2|+ |α 1
ω|+ |µ|‖ 2

w‖+ | 1ω|‖ 2
w‖+ α2 + ‖ 2

w‖2).

To obtain this estimate it is necessary to calculate the derivatives DpξD
q
τΦ, where

p = (p1, . . . , pN), pi and q are nonnegative numbers, p1 + · · ·+ pN + 2q � 2r, and
then to use interpolational inequalities (see Chapter 4). Analogous estimates are
given in [Vol 48].

We estimate the solution of equation (2.10) when

(2.13) ε0 + κ/2 � ρ �M, ‖wµ‖+ |µ| � ε,

where ε is a sufficiently small number, and ε0 andM are arbitrary positive numbers
with ε0 � κ/2. From Proposition 1.5 we obtain, by virtue of (2.7),

(2.14) ‖ 2
w‖ � C(‖Φ‖H2r,r + | 1ω|+ |α 1

ρ|+ |αµ|),

where we have taken into account the inequality

(2.15) ‖ 1
w‖ � Cα,

which follows from (2.8). It follows also from the same Proposition 1.5 that

〈Lρ 2
w,ϕk〉 = 0 (k = 0, 1, . . . , n).

Therefore, taking the inner product of (2.10) with ϕ0, we have

1
ω + 〈Φ, ϕ0〉 = 0,

whence we have the estimate

(2.16) | 1ω| � C‖Φ‖H2r,r .

In order to estimate µ from (2.10) we introduce the function

w∗ = 2Re
n∑
k=1

αkϕk,

where the constants αk are the same as in (2.8). Noting that ∂vk/∂τ = ivk, we
obtain

〈∂ 1
w/∂τ, w∗〉 = 0,

and it follows from (1.53) that

〈T 1
w,w∗〉 = α2Re λ̇0.

Taking the inner product of (2.10) with w∗, we obtain

α2µRe λ̇0 + 〈Φ, w∗〉 = 0,
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whence, noting that Re λ̇ �= 0, by Condition 3, we have

(2.17) |αµ| � C‖Φ‖H2r,r .

In a similar way we derive an estimate of
1
ρ from (2.10). Namely, we introduce

the function

w∗ = −2 Im
n∑
k=1

αkϕk.

We may verify directly the validity of the equalities

(2.18) 〈∂ 1
w/∂τ, w∗〉 = α2, 〈T 1

w,w∗〉 = α2 Im λ̇0,

and, consequently, from (2.10) we obtain

−α2 1ρ+ α2µ Im λ̇0 = 〈Φ, w∗〉,

from which, with the aid of (2.17), we obtain

(2.19) |α 1
ρ| � C‖Φ‖H2r,r .

In (2.13) we assume that ε is sufficiently small. Then, as is readily verified, the
following estimates follow from (2.12), (2.14), (2.16), (2.17), and (2.19):

(2.20) ‖ 2
w‖ � Cα2, | 1ω| � Cα2, | 1ρ| � Cα, |µ| � Cα.

If, in addition, we also take into account estimate (2.15), then from (2.5) we
obtain the estimate

‖wµ‖ � Cα.
In combination with (2.9), this leads to the result that α is equivalent to ‖wµ‖.

In other words, the norm of the projection of wµ onto the subspace of solutions of
equation (2.6) is equivalent to the norm of the same function wµ.

It follows from (2.20) that we can set

(2.21)
1
w = αy1,

2
w = α2

2
y,

1
ω = α2

2
ω,

1
ρ = αρ1, µ = αµ1.

Also, we set

(2.22) αk = αχk (k = 1, . . . , n),

so that

(2.23)
y1 = Re(χ1v1 + · · ·+ χnvn),
|χ1|2 + · · ·+ |χn|2 = 1.

To obtain further estimates, we introduce function y2 defined by the equation

(2.24) Ly2 + ω2v0 + a2(y1) = 0,

subject to the conditions

(2.25) 〈y2, ϕk〉 = 0 (k = 0, 1, . . . , n).

Here the constant ω2 is selected so that the condition for solvability of equa-
tion (2.24) is satisfied:

(2.26) ω2 = −〈a2(y1), ϕ0〉.
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With ω2 selected in this way, the sum of the last two terms on the left-hand side
of (2.24) is orthogonal to ϕ0, and also to ϕk (k = 1, . . . , n). The latter may be
verified directly by taking into account the form of function y1 from (2.23) and also
from the fact that a2 is a quadratic form. Thus, on the basis of Proposition 1.5, a
solution y2 of equation (2.24) satisfying conditions (2.25) exists.

We introduce function
3
y and a constant

3
ω as follows:

(2.27)
2
y = y2 +

3
y,

2
ω = ω2 +

3
ω.

Substitute (2.27) into (2.21), and the resulting expression into (2.10) and (2.11). It
leads to

(2.28) L
3
y +

3
ωṽ′0 + µ1Ty1 − ρ1

∂y1
∂τ

+ αΦ1 = 0,

where Φ1 is bounded in the norm of space H2r,r. Repeating the previous consider-
ations, we obtain from (2.28) the estimate

‖ 3y‖ � Cα, | 3ω| � Cα, |µ1| � Cα, |ρ1| � Cα,

and we can set

(2.29)
3
y = αy3,

3
ω = αω3, µ1 = αµ2, ρ1 = αρ2.

Taking the preceding equalities into account, this leads to the following form
for the solution of the problem in question:

(2.30)
v = ṽµ + αy1 + α2y2 + α3y3, ω = ω̃µ + αω1 + α2ω2 + α3ω3,

ρ = ρ0 + α2ρ2, µ = α2µ2.

Substitution of (2.29) into equation (2.28) leads to the equation

(2.31) Ly3 + ω3ṽ′0 + µ2Ty1 − ρ2
∂y1
∂τ

+ ω2
∂y1
∂ξ1

+ 2â2(y1, y2) + a3(y1) + αΦ2 = 0,

where Φ2 is bounded in the norm of space H2r,r. In addition, it also follows from
the preceding that

(2.32) 〈y3, ϕk〉 = 0 (k = 0, 1, . . . , n).

From Proposition 1.5 we conclude that

(2.33)

〈
µ2Ty1 − ρ2

∂y1
∂τ

+ ω2
∂y1
∂ξ1

+ 2â2(y1, y2) + a3(y1) + αΦ2, ϕk

〉
= 0

(k = 0, 1, . . . , n).

From this equation we can express µ2 and ρ2. To do that, let us introduce the
function

(2.34)
∗
y = 2Re

n∑
k=1

χkϕk,

where χk is given by equation (2.22). We may verify directly that〈∂y1
∂τ
,
∗
y
〉
= i, 〈Ty1,

∗
y〉 = λ̇0.
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Therefore, from (2.33) we obtain

(2.35)
〈
ω2
∂y1
∂ξ1

+ 2â2(y1, y2) + a3(y1) + αΦ2,
∗
y
〉
= iρ2 − λ̇0µ2,

from which we can obtain µ2 and ρ2, since, by virtue of Condition 3, Re λ̇0 �= 0.
For further study of the representation of the solutions obtained in the form

(2.30), we introduce the manifold M, for the definition of which we consider the
function

(2.36)
Ψk(µ2, ρ2, χ) =

〈
µ2Ty1 − ρ2

∂y1
∂τ

+ ω2
∂y1
∂ξ1

+ 2â2(y1, y2) + a3(y1), ϕk
〉

(k = 1, . . . , n).

Here y1 = Re(χ1v1 + · · · + χnvn), χ = (χ1, . . . , χn) is a complex n-dimensional
vector, ω2 is defined by equation (2.26), and y2 is the solution of system (2.24),
satisfying the conditions (2.25). As explained above, a solution of such an equation
exists and is unique.

We consider the system of equations

(2.37) Ψk(µ2, ρ2, χ) = 0 (k = 1, . . . , n).

We can eliminate µ2 and ρ2 from these equations. As in equation (2.35), we obtain

(2.38)
〈
ω2
∂y1
∂ξ1

+ 2â2(y1, y2) + a3(y1),
∗
y
〉
= iρ2 − λ̇0µ2,

where
∗
y has the form (2.34) with the vector χ in question, and we then substitute

µ2 and ρ2 into (2.37).

Definition 2.2. M is the set of points of the unit sphere

|χ1|2 + · · ·+ |χl|2 = 1,

satisfying the system of equations (2.37), where µ2 and ρ2 are given by equa-
tion (2.38).

When n = 1, the set M obviously coincides with the circle |χ1| = 1.

Proposition 2.2. In order for a solution branching from a plane wave in the
sense of Definition 2.1 to exist, it is necessary that M be nonempty.

Proof. As µ→ 0, the set of vectors (χ1, . . . , χn), given by equation (2.22), has
limit points. Since, moreover, α → 0, it is then easy to see from (2.33) and (2.35)
that these limit points belong to the set M.

We note, as was shown above, that the number α is equivalent to ‖wµ‖ for
µ ∈ ∆. It is convenient to consider, as the independent parameter, α instead of
µ. In addition to Conditions 1◦–3◦, appearing in Definition 2.1, we introduce the
following condition.

4◦. The vector χ= (χ1, . . . , χn), defined by equation (2.22), has, for sufficiently
small α, the form

(2.39) χ = p+ α
1
χ(α),

where
1
χ(α) is a bounded function of α, and p = (p1, . . . , pn), |p1|2 + · · ·+

|pn|2 = 1.
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It follows from the preceding that p ∈ M. We can now obtain the representa-
tion (2.30) in another form in which the leading term of the deviation from a planar
wave is determined by a point of the manifold M. Namely, let us set

(2.40) ζ1 = Re
n∑
k=1

pkvk,

where (p1, . . . , pn) = p. Then, by virtue of (2.39), we can write vector y1 (see (2.23))
in the form

y1 = ζ1 + α
1

ζ.

In place of y2 we can now introduce function
0

ζ2, which is a solution of an
equation of the form (4.35) with y1 replaced by ζ1:

(2.41) L
0

ζ2 +
0
ω2v0 + a2(ζ1) = 0,

where it is assumed the following conditions are satisfied:

〈
0

ζ2, ϕk〉 = 0 (k = 0, 1, . . . , n).

Here

(2.42)
0
ω2 = −〈a2(ζ1), ϕ0〉.

We note that
‖a2(y1)− a2(ζ1)‖ �Mα.

(Here, and in what follows, M represents various constants.)
Therefore

|ω2 −
0
ω2| �Mα,

and it follows from estimate (1.50) that

‖y2 −
0

ζ2‖ �Mα.

Consequently,

y2 =
0

ζ2 + α
1

ζ, ω2 =
0
ω2 + α

1
ω2.

Substitution into (2.30) gives

(2.43)
v = ṽµ + αζ1 + α2ζ2 + α3ζ3, ω = ω̃µ + α2

0
ω2 + α3

0
ω3,

ρ = ρ0 + α2ρ2, µ = α2µ2,

where ζ2 =
1

ζ +
0

ζ2, ζ3 =
2

ζ + y3,
0
ω3 = ω3 +

1
ω2.

We note that ζ2 is also a solution of equation (2.41); however, the condition of
orthogonality to ϕk cannot be satisfied.

Thus the following theorem has been proved.

Theorem 2.1. Every solution vµ(ξ, τ), which branches off from a planar wave
(in the sense of Definition 2.1), can be represented in the form (2.30). If, in
addition, condition 4◦ is satisfied, it may then be represented in the form (2.43),
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where the leading term ζ1 in the branch-off from a planar wave is determined by
point p of manifold M.

Remark. In going from representation (2.30) to representation (2.43), nowhere
have we used the fact that vector χ lies on the unit sphere.

2.2. Manifold M. Let us examine the set M in more detail.

Proposition 2.3. If χ ∈ M, then γχ ∈ M, where γ is an arbitrary complex
number, equal to one in absolute value.

Proof. Let χ∈M and γ=exp(iσ), where σ is a real number. It is obvious that
γχ is a point of the unit sphere. We introduce the notation ŷ1(ξ, τ) = y1(ξ, τ + σ),
ŷ2(ξ, τ) = y2(ξ, τ + σ). It is clear that

Re(γχ1v1 + · · ·+ γχnvn) = ŷ1,
−〈a2(ŷ1, ϕ0)〉 = −〈a2(y1, ϕ0)〉 = ω2.

If in (2.24) we make a shift of τ in σ, we find that this equation holds with y1 and
y2 replaced by ŷ1 and ŷ2. From (2.25) it follows that

〈ŷ2, ϕ̂k〉 = 0 (k = 0, 1, . . . , n),

where
ϕ̂k(ξ, τ) = ϕk(ξ, τ + σ) = γϕk(ξ, τ).

Therefore,
〈ŷ2, ϕk〉 = 0 (k = 0, 1, . . . , n),

so that ŷ2 corresponds to vector γχ. In order to obtain µ2 and ρ2 corresponding
to γχ from (2.38), we must go from y1, y2, and

∗
y to ŷ1, ŷ2, and

∗
y(ξ1, τ + σ). It is

obvious here that µ2 and ρ2 do not change. Thus, Ψk(µ2, ρ2, γχ) has the same form
as Ψk(µ2, ρ2, χ), but with y1 and y2 replaced by ŷ1 and ŷ2, which, obviously, is equal
to the right-hand side of (2.36) with ϕk(ξ, τ) replaced by ϕk(ξ, τ − σ) = γϕk(ξ, τ).

We have established the equation

Ψk(µ2(γχ), ρ2(γχ), γχ) = γΨk(µ2(χ), ρ2(χ), χ),

from whence the proposition follows.

In (2.36) we go to real functions, separating the real and imaginary parts. We
obtain

Ψ = (Ψ11,Ψ12, . . . ,Ψn1,Ψn2), Ψk = Ψk1 + iΨk2.

In χk we also separate the real and imaginary parts: χk = χk1 + iχk2. Let
J (µ2, ρ2, χ) be the matrix of the partial derivatives of Ψ with respect to µ2, ρ2,
χ11, . . . , χn2. This matrix has dimensions 2n× (2n+ 2).

Definition 2.3. We call a point χ ∈ M an ordinary point of manifold M

if matrix J (µ2, ρ2, χ), where µ2 and ρ2 are determined with respect to χ by
equations (2.38), has rank 2n.

Proposition 2.4. When n = 1 all points of manifold M are ordinary points.
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Proof. The Jacobian may be calculated directly:

∂(Ψ11,Ψ12)
∂(µ2, ρ2)

= −Re λ̇0,

from whence the proposition follows.

2.3. Existence of solutions. As was shown in the preceding section, each
solution which branches off from a planar wave (satisfies conditions 1◦ − 4◦) can
be represented in the form (2.43); and, also, to this solution there corresponds a
point p of the manifold M. We show now that to each ordinary point p of manifold
M (if it exists) there corresponds a solution of the problem in question, satisfying
conditions 1◦ − 4◦. More precisely, we have the following theorem.

Theorem 2.2. We assume that manifold M is not empty and contains ordi-
nary points. Further, let (p1, . . . , pn) be an ordinary point of manifold M. Then
for all sufficiently small |α| there exists a solution (v, ρ, ω, µ), satisfying condi-

tions 1◦ − 4◦ and having the form (2.43), where ζ1 is given by equation (2.40),
0
ω2

is given by equation (2.42), ζ2 is a solution of equation

Lζ2 +
0
ω2v0 + a2(ζ1) = 0,

ζ2 ∈ H2r+2,r+1, ζ3 ∈ H2r+2,r+1, and ρ2,
0
ω3, µ are continuous functions of α.

Proof. We seek a solution in the form (2.30) for sufficiently small |α|, ρ0 = κ,
where y1 has the form (2.23), with vector χ = (χ1, . . . , χn) being a function of
α and subject to determination. In (2.30) we assume that ω2 is a function of χ,
being given by equation (2.26); y2 ∈ H2r+2,r+1 and is determined as a solution
of equation (2.24), satisfying conditions (2.25). As was noted above, a solution of
this equation exists. Further, ω3, ρ2, µ2, and y3 are also functions of α and are
determined as solutions of equation (2.31), satisfying condition (2.32). The function

Φ2 = Φ2

(
y1, y2, y3,

∂y2
∂ξ1

,
∂y2
∂τ
,
∂y3
∂ξ1

,
∂y3
∂τ
, ρ2, ω2, ω3, µ2, α

)
,

appearing in (2.31), is obtained as the result of substitution (2.30) into the initial
system. We prove the existence of solutions of system (2.31) satisfying condi-
tions (2.32). We write these conditions in real form, setting

(2.44)
ϕk = ψk + iψk+n (k = 1, . . . , n),

〈y3, ψk〉 = 0 (k = 0, 1, . . . , 2n),

ψ0 is a solution of equation (1.16); see also (1.37). We go over to the real and
imaginary parts of function vk(ξ, τ),

vk = vrk + iv
i
k+n (k = 1, . . . , n).

We introduce the operator

L1y = Ly +
2n∑
k=1

〈y, ψk〉vrk,

having the same domain of definition as operator L. Along with (2.31) we consider
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the equations:

L1y3 + ω3ṽ′0 + µ2Ty1 − ρ2
∂y1
∂τ

+ ω2
∂y1
∂ξ1

+ 2â2(y1, y2) + a3(y1) + αΦ2 = 0,

(2.45)

〈
µ2Ty1 − ρ2

∂y1
∂τ

+ ω2
∂y1
∂ξ1

+ 2â2(y1, y2) + a3(y1) + αΦ2, ψk

〉
= 0

(k = 1, . . . , 2n).
(2.46)

System (2.45), (2.46) is obviously equivalent to system (2.31), (2.44).
We shall assume that when α = 0

χk = pk (k = 1, . . . , n),

and we find the solution of equation (2.45) when α = 0. Since (p1, . . . , pn) ∈M, we
have equation (2.46) for α = 0, whence it follows that equation (2.45) is solvable
for α = 0. We assume here that y1, ω2, y2 correspond to the vector (p1, . . . , pn).

We denote the solution y3, ω3, ρ2, µ2 of equation (2.45) for α = 0 by
0
y3,

0
ω3,

0
ρ2,

0
µ2. To establish the existence of a solution of system (2.45), (2.46) for α �= 0
we apply the implicit function theorem (see, for example, [Kant 1]). Consider
the matrix J (µ2, ρ2, χ), involved in Definition 2.3. In it we select the ranking
minor. It determines two free variables, namely, the real coordinates of point
µ2, ρ2, χ, which we denote by σ1 and σ2; the remaining variables we denote by
q = (q1, . . . , q2n). Let

0
σ1,

0
σ2 be the values of the variables σ1, σ2, corresponding

to the point (
0
µ2,

0
ρ2, p). In accordance with the implicit function theorem we show

that there exists a solution y3, ω3 of system (2.45), (2.46) for all α, σ1, σ2, lying in

a sufficiently small neighborhood of the point (0,
0
σ1,

0
σ2). To do this, we introduce

the space E1 = H2r+2,r+1 × R2n+4, the points of which are (y3, ω3, q, α, σ1, σ2).
Further, we introduce the space E2 =H2r,r ×R2n. Consider the nonlinear operator
Φ = (Φ1,Φ2), acting from E1 into E2, in the following way. Operator Φ1 acts from
E1 into H2r,r and is specified by the left-hand side of equation (2.45). This is to be
understood as follows: from the point (q, σ1, σ2) we recover (µ2, ρ2, χ), and then
y1, ω2, y2 are obtained as described above. Operator Φ2 acts from E1 into R2n and
is specified by the left-hand side of equation (2.46). As shown above, the point

(2.47) (
0
y3,

0
ω3,

0
q,

0
σ1,

0
σ2, 0)

is carried over by operator Φ into the zero point of the space E2. Let Φ′ = (Φ′
1,Φ

′
2)

be the Fréchet differential of operator Φ with respect to the variables y3, ω3, q,
considered at the point (2.47). We need to prove the existence of a continuous
inverse to Φ′, defined on the whole space E2. To do this, we consider the system

Φ′
1(y3, ω3, q) = f1 (f1 ∈ H2r,r),(2.48)

Φ′
2q = f2 (f2 ∈ R

2n).(2.49)

From the way in which the variables q were chosen in accordance with the ranking
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minor of matrix J , it follows that equation (2.49) is solvable uniquely. Substituting
q into (2.48), we obtain the following equation for determining y3 and ω3:

L1y3 + ω3ṽ′0 = f̂1,

where f̂1 ∈H2r,r is known. From this equation y3 and ω3 are determined uniquely.
Thus all the conditions for the implicit function theorem are satisfied and the
existence of solutions of system (2.45), (2.46) is thereby established.

§3. Stability of branching-off solutions

We proceed to an examination of the stability of solutions appearing with the
loss of stability of a planar wave. Without going into detailed proofs, we present
the basic ideas.

We seek a solution of the linearized problem (2.19) of Chapter 6 in the form

w = c(α)
∂ṽµ
∂ξ1

+ αw1 + α2w2 + α3w3(α),

λ = α2λ2(α),

subject to the conditions

〈wk, ϕj〉 = 〈wk, ϕj〉 = 0 (k = 2, 3; j = 0, . . . , n),

where
w1 = b1(α)v1 + · · ·+ bn(α)vn + bn+1(α)v1 + · · ·+ b2n(α)vn;

w2 is a solution of the equation

Lw2 + 2â2(y1, w1) = d0ṽ′0.

Here we have used the notation

c(α)λ2(α) = d(α) = d0 + αd1(α).

We obtain, with respect to the unknowns

d1(α), w3(α), λ2(α), b1(α), . . . , b2n(α),

the equation

(3.1)
Lw3 − ρ2

∂w1

∂τ
+ µ2Tw1 + ω2

∂w1

∂ξ1
+ 2â2(y1, w2) + 2â2(y2, w1)

+ 3â3(y1, y1w1)− d0
∂y1
∂ξ1

= λ̇2w1 + d1ṽ′0 +O(α).

We turn our attention to the fact that the nonhomogeneity on the left-hand side
of (3.1) can be deduced upon taking the Gateaux differential of Π (see formula (2.11)
of Chapter 6) with respect to χ1, . . . , χn, χ1, . . . , χn in the direction of b1, b2, . . . , b2n.
It follows from this that λ2(0) is an eigenvalue of matrix D, introduced in Chapter 6.
Solvability of (3.1) for α > 0 is established in accordance with the implicit function
theorem, since the corresponding Fréchet differential, taken at α = 0, is invertible.



Part III

Waves in Chemical Kinetics
and Combustion



CHAPTER 8

Waves in Chemical Kinetics

§1. Equations of chemical kinetics

1.1. Nondistributed system. We consider a system of n reactions

(1.1)
m∑
k=1

αikAk →
m∑
k=1

βikAk (i = 1, . . . , n).

Here Ak (k = 1, . . . ,m) denote substances taking part in the reactions; αik, βik
are nonnegative integers, the stoichiometric coefficients. In order to minimize the
notation, we denote concentrations of the substances by the same letters. If no
account is taken of spatial distributions of concentrations and it is assumed that
reactions take place at constant volume, then the change in concentrations with
time is described by the following system of equations (see, for example, [Ema 1]):

(1.2)
dAk
dt

=
n∑
i=1

γikwi (k = 1, . . . ,m),

where wi is the rate of the ith reaction, and γik = βik − αik. We shall assume that
the rates wi may be expressed in terms of the concentrations in the following way:

(1.3) wi = Ki(T )Aνi1
1 × · · · ×Aνi1

m gi(A).

Here A = (A1, . . . , Am) is the vector of concentrations; νik are arbitrary real
numbers such that νik � 1 if αik �= 0, and νik = 0 if αik = 0; gi(A) > 0
if Ak � 0 (k = 1, . . . ,m); the functions Ki(T ) � 0 describe the temperature
dependence of the reaction rate. Expression (1.3) encompasses the most frequently
encountered forms for the dependence of rate on concentrations. In particular,
νik = αik, gi(A) = 1 corresponds to the law of mass action.

In the case of a nonisothermal process, there must be adjoined to the sys-
tem (1.2) an equation describing the variation of temperature with time. It has the
form

(1.4)
dT

dt
=

n∑
i=1

qiwi,

where qi denotes thermal effect of the reactions, which we assume to be constant.

299
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It is convenient to write system (1.2) in matrix form:

(1.5)
dA

dt
= Γw,

where, as above, A is the vector of concentrations, w = (w1, . . . , wn) is the vector
of reaction rates, and

(1.6) Γ =

 γ11 · · · γn1
. . . . . . . . . . .
γ1m · · · γnm


is the matrix of stoichiometric coefficients. In system (1.5) vectors A and w are
treated as columns, while Γw is to be understood as the product of Γ by column
w.

Let the rank of matrix Γ be r. Then for m> r there are linear relations among
the rows of matrix Γ:

(1.7)
m∑
k=1

γikσk = 0 (i = 1, . . . , n).

To each solution σ1, . . . , σm of equation (1.7) there corresponds a balance of mass:

(1.8)
m∑
k=1

σkAk(t) = const .

This follows directly from (1.2) if we multiply the equations by σk and add.
System (1.7) has m − r linearly independent solutions. We denote them by σlk
(k = 1, . . . ,m; l = 1, . . . ,m− r). To each such solution there corresponds a plane

(1.9)
m∑
k=1

σlkAk = a
l (l = 1, . . . ,m− r)

in the m-dimensional space Rm. It follows from the aforesaid that this plane is
invariant for system (1.2), i.e., if the initial values of Ak (for t = 0) belong to this
plane, then the solutions of system (1.2) belong to it for all t � 0. Moreover, it
is known (see, for example, [Vol 9]) that if the initial conditions for system (1.2)
are nonnegative, which, understandably, corresponds to the physical meaning of
concentrations, then solutions of system (1.2) are also nonnegative. It is therefore
natural to consider only nonnegative solutions of system (1.2). It follows, from
what has been said, that the polyhedron Π in space Rm defined by equations (1.9)
and inequalities Ak � 0 (k = 1, . . . ,m) is invariant for system (1.2) in the sense
indicated above: if the initial conditions belong to polyhedron Π, then solutions of
the system will belong to this polyhedron for all t� 0. We shall refer to polyhedron
Π as the balance polyhedron. Numbers al appearing in (1.9) are determined, as a
rule, by assigning initial conditions for system (1.2), or (as will be seen from what
follows) by assigning boundary conditions in the case of a spatial distribution for
the system. In the case m = r the balance polyhedron coincides with the octant
Ak � 0 (k = 1, . . . ,m).
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It is convenient to specify polyhedron Π parametrically in the form

(1.10) Ak =
r∑
i=1

pikui +A0
k (k = 1, . . . ,m),

where the point u = (u1, . . . , ur) ranges over some polyhedron of space Rr, and
A0 = (A0

1, . . . , A
0
m) is a given fixed point belonging to Π. We write (1.10) in matrix

form:

(1.11) A = Pu+ A0,

where

P =

 p11 · · · pr1
. . . . . . . . . .
p1m · · · prm

 .
Matrix P , with whose aid a parametric representation of polyhedron Π is specified,
can be chosen in various ways. Selection of this matrix turns out to be important
for the sequel, since, by means of the substitution (1.11), the system (1.2) and
the corresponding system in the spatially distributed case reduce to a new system
of equations possessing certain properties (for example, positiveness of the source,
monotonicity). Therefore, we describe the general form of matrix P , which is easy
to do. Indeed, let σl = (σl1, . . . , σ

l
m) be the solution vector for system (1.9). Since

A − A0 is orthogonal to σl, then, obviously, the columns of matrix P must be
orthogonal to σl (l = 1, . . . ,m − r), i.e., the columns of matrix P form a basis
of subspace Rr0 of space Rm, orthogonal to vectors σl (l = 1, . . . ,m − r). On the
other hand, it follows from (1.7) that the columns of matrix Γ belong to Rr0 and,
since the rank of matrix Γ is equal to r, the columns of matrix P are then linear
combinations of the columns of matrix Γ. Thus, for P we can take an arbitrary
matrix whose columns are linearly independent and are linear combinations of the
columns of matrix Γ.

A simpler, but rather important, special case is the case in which r = n. This
means that the columns of matrix Γ are linearly independent. In this case we say
that the reactions (1.1) are linearly independent, since the functions

(1.12) γi(A) =
m∑
k=1

βikAk −
m∑
k=1

αikAk =
m∑
k=1

γikAk (i = 1, . . . , n)

are linearly independent. For linearly independent reactions, for P we can take the
matrix Γ.

We consider now equation (1.4) for the temperature. Let q = (q1, . . . , qn) be
the vector of thermal effects of the reactions. We assume that a vector τ exists
such that

(1.13) τΓ = q.

This agrees with known physical representations concerning nonisothermal reac-
tions. From (1.4) and (1.5) it follows that

(1.14) T (t)− τA(t) = const .

We can describe an invariant set, including the temperature T , by adjoining
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to (1.11) the equation

(1.15) T = τPu + T 0.

Thus we obtain an invariant polyhedron in (m + 1)-dimensional space of concen-
trations A and temperature T . We denote this polyhedron by Π̂.

We now present a class of chemical reactions (1.1) of importance for the sequel.
Following the terminology introduced earlier, we speak of a system of reactions (1.1)
as reactions with an open graph if there exists a vector s such that

(1.16) sΓ < 0.

Let s = (s1, . . . , sm). Relation (1.16) then can be written as
m∑
k=1

αiksk >
m∑
k=1

βiksk (i = 1, . . . , n).

It is easy to see that reactions with an open graph cannot contain reversible
stages. However, they form a very broad class of irreversible reactions encompassing
the majority of irreversible reactions arising naturally in chemical kinetics. To this
class, in particular, belong all linearly independent reactions since in this case the
system of equations sΓ=−µ, with positive vector µ, is solvable. By virtue of (1.13),
the class in question also includes reactions with positive thermal effects.

We consider the stationary points of the kinetic system (1.5) in the case of
reactions with an open graph. It follows directly from (1.5) and (1.6) that at the
stationary points

(1.17) wi = 0 (i = 1, . . . , n).

This means, based on (1.3), that at stationary points some concentrations vanish,
i.e., all the stationary points are located on the boundary of the balance polyhedron.

We introduce the function

(1.18) V (A) = (s,A),

where, as usual, (s,A) denotes the scalar product of vectors. This function is
a Lyapunov function for system (1.5) since, on the basis of (1.16), its derivative
with respect to t is, by virtue of system (1.5), negative along the trajectories of
system (1.5) outside of the stationary points and vanishes at the stationary points.

We shall assume that function V (A) is bounded from below on the polyhedron
Π. This is natural for chemical kinetics and holds, for example, if s � 0 or
polyhedron Π is bounded.

It follows from the boundedness from below of function V (A) on Π that this
function attains its smallest value on Π, which we denote by Vmin. The smallest
value may be attained at more than one point. Let Π+ be the set of those A ∈ Π
for which

(1.19) V (A) = Vmin.

It is clear, from the linearity of function V (A), that Π+ is a face of the polyhedron
Π. Moreover, all points A ∈ Π+ are stationary points of system (1.5). To
each concentration A+ ∈ Π+ there corresponds a temperature T+, which can
be calculated from (1.15) if for u we substitute u+ corresponding to A+. Thus
we obtain a set of stationary points A+, T+ of the kinetic system (1.5), (1.4),
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which we denote by Π̂+. The set Π̂+ is an asymptotically stable stationary set for
system (1.5), (1.4) in Π̂. This follows directly from the properties of function V (A).

In the invariant polyhedron Π̂ there can also be other stationary points of
system (1.5), (1.4), i.e., stationary points A, T , at which V (A) > Vmin. Assume
that A, T is isolated in Π̂. We show that it is unstable. Indeed, let us join A
with A+ by a rectilinear segment. Function V (A) is linear and is therefore strictly
decreasing from A to A+. Thus, taking point A0 arbitrarily close to A and lying
on the indicated segment, we find that V (A0) < V (A) and, consequently, the
trajectory, starting at A0, will “depart” from A since along it V (A) is decreasing.
Similarly, we can show that an isolated stationary face Π not intersecting Π̂+ is also
unstable: there exists a neighborhood of face Π in Π̂ such that trajectories starting
from certain points of this neighborhood, arbitrarily close to Π, depart from this
neighborhood and do not return to it.

We illustrate the above with an example, which is of independent interest as
the model of a cold flame. We shall return to this example again in §3, where, as a
consequence of general results, the existence and stability of a cold flame, described
by this model, will be proved. We consider the following three stages of a general
scheme for the oxidation reaction of carbon bisulfide (see [Kon 1, Nov 3, Zel 5]):

O + CS2 −→ COS + S,

S +O2 −→ SO +O,

SO + SO −→ SO2 + S.

We denote CS2, O, S, O2, SO, by A1, A2, A3, A4, A5, respectively (SO2 and COS
need not be taken into account). In this notation the scheme for the reactions may
be written in the form

(1.20) A1 +A2 −→ A3, A3 +A4 −→ A2 +A5, 2A5 −→ A3.

System (1.2), in the given case, has the form

(1.21)
Ȧ1 = w1, Ȧ2 = w1 + w2, Ȧ3 = w1 − w2 + w3,

Ȧ4 = −w2, Ȧ5 = w2 − 2w3,

where overdots indicate differentiation with respect to t. The rates wi, by the law
of mass action, may be expressed in terms of the concentration as follows:

(1.22) w1 = K1A1A2, w2 = K2A3A4, w3 = K3A
2
5.

The reactions are assumed to be isothermal and, therefore, we do not consider an
equation for the temperature T , and we regard the reaction rate constants to be
independent of T .

We determine the vectors σ, needed to construct the balance polyhedron. We
note that in writing equation (1.7) it is sufficient to replace Ak in the scheme of
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reactions by σk and the arrows by equal signs. For the reaction scheme (1.20),
therefore, we obtain

σ1 + σ2 = σ3, σ3 + σ4 = σ2 + σ5, 2σ5 = σ3.

This system has two linearly independent solutions: σ(1) = (1, 1, 2, 0, 1) and σ(2) =
(0, 2, 2, 1, 1). Thus the balance polyhedron Π is given by the relations

(1.23) A1 +A2 + 2A3 + A5 = a1, 2A2 + 2A3 +A4 +A5 = a2,

Ak � 0 (k = 1, . . . , 5), where a1 > 0, a2 > 0. In order to find the stationary points of
system (1.21), it is necessary to equate the rates (1.22) to zero and to take solutions
lying in the balance polyhedron (1.23):

(1.24) A1A2 = 0, A3A4 = 0, A5 = 0.

We shall not enumerate all the possibilities existing here, but limit the discussion
to the case in which A4 > 0 at a stationary point. This assumption has a
completely clear physical meaning: for the oxidation reaction of carbon bisulfide
CS2 considered here, it is assumed that oxygen O2 is available in abundance and
cannot be all used up. Thus we have the following stationary points:

A(1) = (0, a1, 0, a2 − 2a1, 0), A(2) = (a1, 0, 0, a2, 0),

where it is assumed that a2 > 2a1. Obviously, reactions (1.20) are reactions with
an open graph and as V (A) we can take the function

V = A1 +A2 +A3 + 2A4 +A5,

so that the derivative along the trajectories of system (2.1) is equal to

V̇ = −(w1 + w2 + w3).

Since V (A(1)) = 2a2 − 3a1 < V (A(2)) = 2a2 + a1, it follows that A(1) is an asymp-
totically stable point in Π, and A(2) is unstable. We can give this result concerning
existence and stability of stationary points the following physical interpretation. At
point A(1) the concentration of the initial substance A1 = CS2 is equal to zero, i.e.,
the substance is completely used up and the reaction can no longer continue. It is
clear that with a small change of concentrations the system reverts to the same state
indicating asymptotic stability of a stationary point. The second stationary point
A(2) is of an entirely different nature. At this point concentrations of the active
centers A2 = O and A3 = S are equal to zero, and, as is evident from the reaction
scheme (1.20), the reaction cannot proceed. Small perturbations, i.e., the addition
of a small amount to at least one of the active centers, lead to a development of
the reaction since active centers will be formed later in the process of the reaction,
and the reaction will continue so long as the initial substance CS2 is not used up,
i.e., the system arrives at the stationary state indicated above.

1.2. Waves. In the case of a spatially nonhomogeneous system it is necessary
to take into account the distribution of concentrations and temperature over space,
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and also of transport phenomena, namely, diffusion and heat transfer. In this
regard, we consider the following system of partial differential equations:

(1.25)

∂A

∂t
= d∆A + Γw(A, T ),

∂T

∂t
= κ∆T + (q, w(A, T )).

Here A, T , Γ, and q have the same meaning as above, except that now the
concentrations A and temperature T are functions not only of the time, but
also spatial coordinates; d is the matrix of diffusion coefficients, assumed to be a
diagonal matrix; κ is the coefficient of heat conduction; ∆ is the Laplace operator.
System (1.25) is considered in the space (x1, x2, x3) in an infinite three-dimensional
cylinder, a cross-section of which is an arbitrary bounded domain with a smooth
boundary. We assume that the x1-axis is directed along the cylinder axis. On the
boundary of the cylinder the following conditions are specified:

(1.26)
∂A

∂ν
= 0,

∂T

∂ν
= 0,

where ν is the normal to the surface of the cylinder, i.e., we assume no transfer of
mass and heat through the surface of the cylinder.

At infinity the following conditions are specified:

(1.27)
lim
x1→∞

A(x1, x2, x3, t) = A+, lim
x1→∞

T (x1, x2, x3, t) = T+,

lim
x1→−∞

A(x1, x2, x3, t) = A−, lim
x1→−∞

T (x1, x2, x3, t) = T−,

where the values of A± and T± are assumed to be constant.
We shall consider planar waves and their existence and stability. With a loss

of stability of planar waves, three-dimensional structures can arise as the result of
bifurcations, as described in Part II. A planar wave is a solution of system (1.25)
independent of x2 and x3, and dependent only on the variable x = x1 − ct, where c
is a constant, namely, the wavespeed. Obviously, planar waves satisfy the following
system of ordinary differential equations:

(1.28)
dA′′ + cA′ + Γw(A, T ) = 0,

κT ′′ + cT ′ + (q, w(A, T )) = 0,

where “prime” indicates differentiation with respect to variable x. Conditions (1.26)
are satisfied automatically, and (1.27) becomes

(1.29)
lim
x1→∞

A(x) = A+, lim
x1→∞

T (x) = T+,

lim
x1→−∞

A(x) = A−, lim
x1→−∞

T (x) = T−.

These conditions are not independent: A+ and A− must belong to the same balance
polyhedron, i.e., they must satisfy the equations

(1.30) (σl, A+ − A−) = 0 (l = 1, . . . ,m− r),

where σl = (σl1, . . . , σ
l
m) are the same quantities as appeared in (1.9), so that we

have the equations σlΓ = 0. To prove (1.30) it is sufficient to multiply the first
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equation in (1.28) by σl and integrate along the axis. As was the case in (1.13), we
obtain

(1.31) T+ − T− = (τ, A+ −A−).

Thus for a wave to exist it is necessary that conditions (1.30), (1.31) be satisfied. We
shall assume that these conditions are satisfied. As is usual, we assume that points
A+, T+ and A−, T− are stationary points of the corresponding nondistributed
system (1.5), (1.4), i.e.,

Γw(A+, T+) = 0, (q, w(A+, T+)) = 0,(1.32)

Γw(A−, T−) = 0, (q, w(A−, T−)) = 0.(1.33)

We assume also that the point A−, T− belongs to an asymptotically stable (closed)
stationary face Π̂− of the balance polyhedron Π̂. In particular, this can be an
isolated asymptotically stable stationary point.

The second stationary point A+, T+ can be of a different nature. We shall
consider two cases, which we can refer to as the stationary state of thermal and
kinetic nature. The first of these cases is realized for reactions with a strong
dependence of the reaction rate on the temperature. At low temperature the
reactions take place so slowly that, to a fairly good approximation, their rates
can be assumed equal to zero:

(1.34)
Ki(T ) = 0 for T � T ∗,

Ki(T ) > 0 for T > T ∗,
i = 1, . . . , n,

where T ∗ is a number between T− and T+. Such an approach, namely, one
involving a source cut-off, is typical for problems of combustion (see [Zel 5]). It is
clear, by virtue of (1.3), that all the rates wi(A+, T+) are equal to zero and that
equations (1.33) are valid.

In the second of the cases considered the source cut-off is not made and the
stationary point is of a kinetic character. Typical examples for this case include
cold flame, the Belousov-Zhabotinsky reaction, and a number of nonisothermal
chain reaction processes with a weak temperature dependence of the reaction rate.
Here the stationary point A+, T+ belongs to a (closed) stationary face Π̂+ of the
polyhedron Π̂, which can be both stable as well as unstable. In what follows, we
shall assume that Π̂+ and Π̂− have no points in common.

As an example, we can consider the case of reactions with on open graph. Here
Π̂− can be defined as the face of balance polyhedron Π on which V (A) attains a
minimum. As was indicated above, this is an asymptotically stable stationary face.
The second stationary face Π̂+, if it exists and is isolated, is unstable. In the cold
flame model of (1.20) presented above, there are low isolated stationary points:
asymptotically stable and unstable. We present other examples below.

§2. Monotone systems

In this section we study wave solutions of kinetic systems which, by means of a
linear change of variables of the form (1.11), can be reduced to monotone systems,
considered in Chapters 3 and 5. The existence and stability of waves for systems of
chemical kinetics will follow from results obtained in this chapter. Various kinetic
systems encountered in applications will be considered.
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2.1. Reduction to monotone systems. We consider the kinetic system
(1.2) and in it make the substitution (1.11). For definiteness, we shall assume
that the first r reactions in system (1.1) are linearly independent, which results in
no loss of generality since the reactions can be renumbered. This means that the
first r columns of matrix Γ (see (1.6)) are linearly independent. As the matrix P
we can take the matrix consisting of the first r columns of matrix Γ. Then the new
variables ui (i = 1, . . . , r) are introduced by the equations

(2.1) Aj =
r∑
i=1

γijui +A+
j (j = 1, . . . ,m),

where the boundary condition is taken as the fixed point A+. Since all the columns
of matrix Γ, beginning with the (r + 1)st, depend linearly on the first r columns,
we then have the equations

(2.2) γkj =
r∑
i=1

λkiγij (k = r + 1, . . . , n),

where λki are certain numbers. Substituting these expressions into the system of
equations (1.2), we obtain

(2.3)
dAj
dt

=
r∑
i=1

γij

(
wi +

n∑
k=r+1

λkiwk

)
(j = 1, . . . ,m).

We can now go over to the new variables uj in accordance with formulas (2.1):

r∑
i=1

γij
dui
dt

=
r∑
i=1

γij

(
wi +

n∑
k=r+1

λkiwk

)
(j = 1, . . . ,m).

Taking into account that the rank of matrix Γ is equal to r, it follows that

(2.4)
dui
dt

= wi +
n∑

k=r+1

λkiwk (i = 1, . . . , r).

This system of equations is equivalent to system (1.2). It is assumed here that in
equation (1.3) the reaction rate Aj has been replaced by its expression from (2.1).
In the nonisothermal case it is necessary to substitute the temperature into the
expression (1.3) for the rates using equation (1.15). Recalling that as the matrix P
we have taken the first r columns of matrix Γ, we have, taking into account (1.13),

(2.5) T =
r∑
i=1

qiui + T+.

After making the indicated substitutions, we denote the right-hand side of (2.4) by
Fi(u):

(2.6) Fi(u) = wi +
n∑

k=r+1

λkiwk (i = 1, . . . , r).

By definition (see Chapter 3), the condition for monotonicity of the system amounts
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to the validity of the following inequalities:

(2.7)
∂Fi(u)
∂uj

� 0 (i, j = 1, . . . , r; i �= j).

We need to obtain these conditions in explicit form using (1.3), whereby throughout
this section we assume that gi(A) = 1 and that

(2.8) K ′
i(T ) � 0 (i = 1, . . . , n).

We remark that this latter condition is satisfied, in particular, for the Arrhenius
temperature dependence of the reaction rate,

(2.9) Ki(T ) = K0
i e

−Ei/RT ,

where K0
i , Ei, and R are constants; Ei is the activation energy; R is the universal

gas constant.
A direct calculation yields

(2.10)
∂wi
∂uj

= wi

[ m∑
k=1

νikγjk
Aj

+
K ′
i(T )

Ki(T )
qj

]
.

In particular, in the case of Arrhenius temperature dependence,

(2.11)
∂wi
∂uj

= wi

[ m∑
k=1

νikγjk
Aj

+
Ei
RT 2

qj

]
.

We return now to system (2.4). We begin with the case in which reactions (1.1)
are linearly independent (r = n). System (2.4) then has the form

(2.12)
dui
dt

= wi (i = 1, . . . , n)

and sufficient conditions for its monotonicity can be written, by virtue of (2.10), in
the following way:

(2.13) νikγjk � 0, qj � 0 (i, j = 1, . . . , n; k = 1, . . . ,m; i �= j).

These conditions are considered in greater detail in the following section.
We pass over now to the general case of system (2.4). From (2.6) and (2.10)

we obtain

(2.14)
∂Fi
∂uj

= wi

[ m∑
k=1

νikγjk
Ak

+
K ′
i(T )

Ki(T )
qj

]
+

n∑
l=r+1

λliwl

[ m∑
k=1

νlkγjk
Ak

+
K ′
i(T )

Ki(T )
qj

]
.

Sufficient conditions for monotonicity take the form

(2.15) νikγjk � 0, λliνlkγjk � 0, qj � 0, λliqj � 0

for all i, j = 1, . . . , r, i �= j; l = r + 1, . . . , n; k = 1, . . . ,m.
Conditions described in this form are inconvenient for application. In the

following section we supply a simpler interpretation for them.
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2.2. Monotonicity conditions. To obtain a form of the monotonicity con-
ditions (2.15), more suitable for application, we consider the linear forms γi,
corresponding to reactions (see (1.12)), and νi (corresponding to rates (see (1.3)):

γi(A) = γi1A1 + · · ·+ γimAm (i = 1, . . . , n)(2.16)

νi(A) = νi1A1 + · · ·+ νimAm.(2.17)

Only signs of the coefficients of the Ak are of interest to us here. Therefore, instead
of (2.17), we can consider the form

(2.18) αi(A) = αi1A1 + · · ·+ αimAm,

connected with the left-hand sides of reactions (1.1). Such an approach to forms is
more suitable since many of the coefficients αij , γij are equal to zero. For example,
for the reactions (1.20), we have

(2.19)
α1 = A1 +A2, α2 = A3 +A4, α3 = 2A5,

γ1 = A3 −A1 −A2, γ2 = A2 +A5 −A3 −A4, γ3 = A3 − 2A5.

We begin with the isothermal case, i.e., we assume that qi = 0 (i = 1, . . . , n).
First let us give an interpretation of the first of inequalities (2.15). We compare

forms αi(A) with γj(A) (i �= j). We say that an element Ak is an element common
to these forms if it appears in both of these forms with nonzero coefficients. For
example, in (2.19) α1 and γ2 have the common element A2; α1 and γ3 have no
elements in common.

The first of the conditions (2.15) consists in the following.

Condition 1. In the forms αi and γj (i, j = 1, . . . , r; i �= j), all elements in
common, if they exist, must be of the same sign.

It is readily verified that this condition is satisfied for the forms (2.19). We note
that the forms α1 and γ1 have elements A1 and A2 in common, but with opposite
signs; however, they must not be compared since the comparison is to be made for
i �= j.

We consider yet another example, also of interest, since it represents a model
of a heterogeneous catalytic reaction for which the condition for existence and
stability of an isothermal wave is satisfied (see §3). This model was studied by
V. I. Bykov [Byk 1] from the point of view of a multiplicity of stationary states of
a nondistributed system. The scheme of the reactions has the form

(2.20) kA1 ↔ kA2, lA2 ↔ lA3, pA1 + qA3 → (p+ q)A2,

where k, l, p, and q are positive integers.
Taking into account reverse reactions, we find that this scheme contains five

reactions, which we renumber so that the first three reactions will be direct. In
accordance with this, we have

α1 = kA1, α2 = lA2, α3 = pA1 + qA3, α4 = kA2, α5 = lA3,

γ1 = k(A2 −A1), γ2 = l(A3 −A2), γ3 = (p+ q)A2 − pA1 − qA3,

γ4 = k(A1 −A2), γ5 = l(A2 −A3).
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The first two reactions are linearly independent; the remaining ones depend on
them linearly:

(2.21) γ3 =
p

k
γ1 −

q

l
γ2, γ4 = −γ1, γ5 = −γ2.

Verification of the first of inequalities (2.15) consists in comparing α1 with γ2 and
α2 with γ1. The condition is obviously satisfied.

Consider now the second of inequalities (2.15). The numbers λli appearing here
express, by virtue of (2.2), the linear dependence of the forms γi:

(2.22) γl =
r∑
i=1

λliγi (l = r + 1, . . . , n).

It is convenient to introduce the form
i
αl = sgnλli · αl

and take no account of zero forms. The second of the conditions (2.15) is then
formulated in a manner completely similar to the first.

Condition 2. In forms
i
αl and γj (i, j = 1, . . . , r; i �= j; l = r + 1, . . . , n) all

common elements, if any, must be of the same sign.

For example, for reactions (2.20) we have the forms
1
α3 = α3,

1
α4 = −α4. These

must be compared with γ2. Next,
2
α3 = −α3,

2
α5 = −α5 are compared with γ1.

We see that common elements, where they are present, appear with identical signs.
Consequently, the monotonicity conditions are satisfied for reactions (2.20).

We point out two classes of reactions for which the conditions of monotonicity
can be formulated most simply. The first of these is the class of linearly independent
reactions. In this case, it is obviously necessary to verify only Condition 1. It is
clear that if each substance Ak is consumed (i.e., is found on the left side) in no more
than a single reaction, Condition 1 is satisfied. In other words, a sufficient condition
for monotonicity for linearly independent reactions is the absence of parallel stages.
Thus, for example, reactions (1.20) are linearly independent and in them there are
no parallel stages.

The second class of reactions we consider are reversible reactions in which the
direct reactions are linearly independent. It is convenient to introduce, along with
αi and γi, the additional form

βi(A) = βi1A1 + · · ·+ βimAm
and to write reactions in the following form:

αi(A)→ βi(A) (i = 1, . . . , r),(2.23)

βi(A)→ αi(A) (i = 1, . . . , s),(2.24)

where s � r. Condition 1 must be satisfied for the reactions (2.23); Condition 2
must be satisfied for reactions (2.24). In order to make the notation consistent
with that introduced earlier, we set αi+r = βi (i = 1, . . . , s), γi+r = −γi. From

this we have
i
αi+r = −βi. Condition 2 now looks as follows: in the forms −βi

and γj (i = 1, . . . , s; j = 1, . . . , r) common elements, if they are present, must
appear with identical signs. Thus we can state the following sufficient condition
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for monotonicity for the reactions (2.23), (2.24): reactions (2.23) must not have
parallel stages; the substances that appear on the left side of the ith reaction
of (2.24) (i = 1, . . . , s) must not appear in βj (j = 1, . . . , r; i �= j). In particular,
when r = s, reversible reactions must not have parallel stages. For example, in
reactions (1.20) we can include a reverse stage for the second reaction without
violation monotonicity conditions, but this cannot be done for the first reaction.

Remark. In the case of linearly independent reactions the requirement that
parallel stages be absent is sufficient for Condition 1 to be satisfied, but it is not
necessary. It is equivalent to Condition 1 only when the substances on the right
and left sides of the reactions are completely different. In the contrary case, we can
allow the presence of parallel stages. For example, for a system of auto-catalytic
reactions

A1 +A2 −→ 2A1 + · · · , A1 +A3 −→ A1 + · · · ,

Condition 1 is satisfied.

We have considered the isothermal case. For nonisothermal processes additional
conditions on thermal effects of the reactions are appended. If the reactions are
linearly independent, it follows from (2.13) that, in addition to Condition 1, it is
sufficient to require that the thermal effects be nonnegative.

In the general case, presence of the condition λliqj � 0 can imply that certain
thermal effects must be equal to zero. However, this result can be connected only
with the method of reduction to monotone systems. We turn our attention to this
in greater detail.

All the conditions for reducibility to monotone systems, formulated in this
section, were obtained on the assumption that, as the matrix P appearing in (1.11),
the first r columns of matrix Γ were used. However, a choice of this kind for matrix
P is not mandatory. As a consequence of what was said in §1,

(2.25) P = ΓM,

where as M we can take an arbitrary m× n matrix such that P is of rank r. The
choice of matrixM can be important for the possibility of a reduction to monotone
systems: as is easily seen from examples, the choice of linearly independent columns
of matrix Γ, that are taken as P , is also important. Therefore, the class of systems,
reducible to monotone systems, can be broadened by including matrix M in the
monotonicity condition and then selecting it. It will be shown in the following
chapter that for reactions with an open graph, and not only for linearly independent
reactions, the matrix P can be chosen so that the resulting monotonicity conditions
are satisfied for arbitrary nonnegative thermal effects.

We show now how the reduction to a monotone system using (2.25) may be
carried out. From (1.11) and (1.5) we have

P
du

dt
= Γw.

Let N be an r × n matrix such that

(2.26) Γ = PN.

It is obvious that matrix N may be determined uniquely. Thus

(2.27)
du

dt
= F (u),
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where

(2.28) F (u) = Nw(Pu+A+, τPu + T+).

It is easy to see that system (2.27) is equivalent to (1.5), (1.4). We require
matrix (2.28) to satisfy condition (2.7).

One of the possibilities for realizing such an approach consists in adjoining to
the given system of reactions (1.1) new reactions that are linear combinations of the
given reactions, selecting linearly independent reactions in the broadened system
of reactions, and verifying Conditions 1 and 2. In the system (2.27), so obtained,
rates corresponding to the introduced reactions are discarded.

As an example, we consider the system of reactions

(2.29) 2A1 −→ 2A2, A1 −→ A3, A2 +A3 −→ 2A1.

The first two reactions are linearly independent. The third one linearly depends on
them. The first two reactions contain parallel stages and do not satisfy Condition 1.
To this system we adjoin the reaction A3→A1 and we select it and the first reaction
as linearly independent reactions in terms of which the rest are expressed. It is
readily verified that Conditions 1 and 2 are satisfied.

§3. Existence and stability of waves

In this section we prove existence and stability of waves for kinetic systems
reducible to monotone systems. As a preliminary, for a system of equations (1.28)
describing traveling waves, assuming equality of transport coefficients, we perform
the same kind of reduction to monotone systems that was done in the preceding
section for a nondisturbed system.

3.1. Passage to new variables. From the dependent variables A and T we
go over to new variables u in accordance with equations (1.11), (1.15):

(3.1) A(x) = Pu(x) +A+, T (x) = τPu(x) + T+,

where A+, T+ are specified from conditions (1.29) and matrix P is given by
equation (2.25). Taking equation (2.26) into account and regarding d to be a scalar
matrix, we obtain

(3.2) P (du′′ + cu′ +Nw) = 0.

Since P has rank r, it then follows from this that

(3.3) du′′ + cu′ + F (u) = 0,

where

(3.4) F (u) = Nw(Pu+A+, τPu + T+).

Conditions for u at infinity are obtained from (1.29) and (3.1):

(3.5) lim
x→∞

u(x) = u+, lim
x→−∞

u(x) = u−,

where u+ = 0 and u− is obtained from the equations

(3.6) Pu− = A− −A+.

We note, by virtue of (1.30), that this system of equations has a solution.
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For κ = d, it is clear, conversely, that if u(x) is a solution of problem (3.3),
(3.5), then functions A(x), T (x), specified by equations (3.1), are solutions of
problem (1.28), (1.29). Indeed, multiplying (3.3) by P , we obtain (3.2), and,
consequently, A is a solution of the first of equations (1.28). Next, we multiply (3.2)
scalarly by vector τ and take note of (1.13). We find that T satisfies the second of
equations (1.28). From (3.5), (3.6), and (1.31) it follows that conditions (1.29) are
satisfied.

Thus we have obtained problem (3.3), (3.5), a problem equivalent to the
problem (1.28), (1.29).

3.2. Existence and stability of waves. To prove the existence of solutions
of problem (1.28), (1.29) it would be sufficient to use Theorem 4.2 of Chapter 3 for
the monotone system (3.3). However, this cannot be done directly for the following
reason. In the proof of the theorem indicated, it was assumed that the vector-valued
function F (u) is given in the interval [u+, u−] and satisfies there the monotonicity
condition. In the case considered here, this, generally speaking, is not so. Function
F (x) is given in the balance polyhedron Πu, which may not be an interval. It will
therefore be necessary for us to supplement the proof of the theorem in connection
with this case. Actually, this means that we shall need to verify the nonnegativeness
of the concentrations A(x) in the course of the proof.

We introduce the quantity ω∗, defined by equations (4.4) and (4.5) of Chapter 3.
It is assumed here that K is constricted owing to the addition of the condition
Pρ(x) +A+ � 0, i.e., that ρ(x) ∈ Πu.

The existence theorem for waves may be stated as follows.

Theorem 3.1. In the balance polyhedron Πu let the vector-valued function
F (u), given by equation (3.4), satisfy the monotonicity condition

∂Fi(u)
∂uj

� 0 (i, j = 1, . . . , r; i �= j)

and vanish only at the points u+ and u−. Assume, further, that a vector p � 0,
p �= 0, exists such that

(3.7) F (u+ + sp) � 0 for 0 < s � s0,

where s0 is a positive number. Then, assuming that u− > u+, there exists, for
all c � ω∗, a monotonically decreasing solution u(x) of system (3.3), satisfying
conditions (3.5), such that the functions A(x), specified by equations (3.1), are
nonnegative. When c < ω∗, such solutions do not exist.

Proof. We shall not repeat in full the proof of Theorem 4.2 of Chapter 3, but
shall supply only the necessary additions. We assume, first, that c > ω∗. Then,
according to the definition of the number ω∗, there exists ρ(x) ∈ K, such that

(3.8) dρ′′(x) + cρ′(x) + F (ρ(x)) < 0

for all x. We consider a boundary problem for system (3.3) on the semi-axis x < b
with the condition (4.9) of Chapter 3:

(3.9) u(b) = sp+ u+.

We show that there exists a monotonically nonincreasing solution of this problem
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u(x) ∈ Πu. To do this, we consider the problem

(3.10)
∂v

∂t
= d

∂2v

∂x2
+ c
∂v

∂x
+ F (v), t > 0, x < b,

v(b, t) = u(b), v(x, 0) = u(b).

Let

(3.11) A(x, t) = Pv(x, t) +A+, T (x, t) = τPv(x, t) + T+.

It is clear that A(x, t) is a solution of the following problem:

∂A

∂t
= d

∂2A

∂x2
+ c
∂A

∂x
+ Γw(A, T ), t > 0, x < b,(3.12)

A(b, t) = Pu(b) +A+, A(x, 0) = Pu(b) +A+.(3.13)

By assumption, u(b) defined by equation (3.9) belongs to the polyhedron Πu.
Consequently, A(b, t) � 0, A(x, 0) � 0. It is known (see Chapter 5) that the
solution of problem (3.12), (3.13) is nonnegative. This means that solution v(x, t)
of problem (3.10), for all x < b and t > 0, belongs to the balance polyhedron Πu.
Since v= u(b) is a lower function for system (3.10), the solution v(x, t) of this system
is monotonically nondecreasing with respect to t. On the other hand, ρ(b) > u(b)
on the basis of (4.8) of Chapter 3. If we consider function z(x, t) = ρ(x) − v(x, t),
where v(x, t) is the solution of (3.12), (3.13), then, by virtue of (3.8), z will satisfy
the equation

(3.14)
∂z

∂t
= d

∂2z

∂x2
+ c
∂z

∂x
+B(x, t)z,

where

B(x, t) =
∫ 1

0

F ′(sρ(x) + (1− s)v(x, t)) ds,

F ′ is the matrix of partial derivatives of the vector-valued function F (u). Since ρ(x)
and v(x, t) belong to Πu, we have that sρ(x) + (1 − s)v(x, t) also belongs to this
polyhedron, and, therefore, B(x, t) has nonnegative off-diagonal elements. It follows
from (3.14) that z(x, t) � 0, i.e., v(x, t) � ρ(x). Thus the limit of v(x, t) as t→∞
exists; we denote it by u(x). It is obvious that u(x) � ρ(x). Moreover, u(x) ∈ Πu
for x � b. It may be proved, exactly as was done in Theorem 4.2 of Chapter 3,
that u(x) is a monotonically nonincreasing solution of problem (3.9), (3.10), and
all further construction proceeds in the same way. This completes the proof of the
theorem.

Remarks. 1. In the theorem it was proved that the solution u(x) of prob-
lem (3.3), (3.5) belongs to the balance polyhedron Πu. It may be readily verified
that the set Πu can be replaced by any other positively invariant set. Let us
formulate this more precisely. We first define what is meant in the present case by
positive invariance. We say that a set G ⊂ R2 is positively invariant if it is closed,
convex, and if the solution v(x, t) of problem (3.10) belongs to G for all x < b, t > 0,
provided that the boundary and initial condition belongs to G.

In the statement of the theorem we replace Πu throughout by G. This means
that in the definition of ω∗ we assume that the class K is the class of monotonically
decreasing functions ρ(x) ∈ C2, satisfying the conditions lim ρ(x) = u± as x→±∞
and ρ(x) ∈ G for all x. The theorem can be stated in the following way. Suppose
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F (u) satisfies the monotonicity condition in G and vanishes only at two points u+

and u−. Suppose, further, that a vector p � 0, p �= 0, exists such that u+ + sp ∈ G
and that (3.7) holds. Then for all c � ω∗ there exists a monotonically decreasing
solution u(x) of problem (3.3), (3.5) such that u(x) ∈ G for all x. When c < ω∗,
such solutions do not exist. The proof is similar to the previous proof.

Explicit algebraic conditions for positive invariance are known (see [Red 1] and
references therein). Our interest centers on the case in which set G is obtained as
the intersection of polyhedron Πu with domains of the form s(u) � 0, where s(u)
are twice continuously differentiable functions satisfying a convexity condition and
where the surface s(u) = 0 does not contain the point u−. The condition of positive
invariance consists in the circumstance that vector F (u) is directed towards the
interior of domain G at points of these surfaces.

2. In the theorem it was assumed that the vector-valued function F (u) vanishes
only at the two points u+ and u− in the balance polyhedron Πu. In various problems
of chemical kinetics cases are encountered in which the stationary points u+ and
(or) u− are not isolated points in Πu. To prove the existence of waves in this case
use can be made of the following approach. We select a pair of stationary points of
interest to us, u+ and u−, which we take as conditions at infinity. We construct, if
possible, a positively invariant set G, as defined in the preceding remark, such that
G ⊂ Πu and such that only these two stationary points are contained in G. Based
on what was said in Remark 1, we obtain the existence of waves with the given
values u+ and u− at the infinities. Illustrations of this approach through model
problems will be presented in §4.

3. A theorem for the existence of waves was proved in the monostable case.
A similar result holds for the bistable case. To see this, we need to verify that
in the homotopy process used in the Leray-Schauder method, nonnegativeness
of concentrations is preserved. We shall not do this here: detailed proofs in an
analogous case are provided in the following chapter (for problems of combustion).

We proceed now to the problem concerning stability of waves. We can use the
results from §4 of Chapter 5 concerning stability of waves for monotone systems.
In this connection, for systems of equations of chemical kinetics, reducible to
monotone systems, results concerning stability are obtained in the variables u,
introduced in §3.1. In these variables, based on Theorem 4.1 of Chapter 5, stability
of waves occurs (if, of course, conditions for this theorem are satisfied). We can
also state results concerning stability of waves in the initial variables, which are the
concentrations A and the temperature T . This question is also pursued in more
detail in the following chapter for combustion problems.

3.3. Remarks concerning nonmonotone systems.1 For systems of equa-
tions of chemical kinetics which can be reduced to monotone systems, traveling
waves, as was shown above, exist and are stable. It can be expected that existence
of waves occurs even for a more general class of systems. Above all, this concerns
systems of reactions with an open graph, which, as already mentioned, encompass a
very broad class of nonreversible reactions. In the bistable case this can be proved
by the Leray-Schauder method in the same way it is proved in the following chapter
for problems of combustion. We remark that in that chapter a system of equations

1 The presentation in this section is of a descriptive nature and precise statements are not
supplied.



316 8. WAVES IN CHEMICAL KINETICS

of chemical kinetics is considered for the case in which a cut-off of the source may
be done. No other characteristics of combustion problems is employed.

In the monostable case application of this method is limited, first of all, to the
construction of a rotation of the vector field, which was carried out in Chapter 2 for
the bistable case. Nevertheless, there is every reason to assume that this homotopic
invariant can also be constructed for the monostable case. Actually, if we go over
to weighted spaces, selected in an appropriate manner, the monostable case can
then be reduced to the bistable case. It is true that here there appears an explicit
dependence on x in the operator, which, however, must not hinder carrying-out the
constructions of Chapter 2.

There can be no stability of waves for systems of equations not reducible to
monotone systems, not even in the simplest cases. Simple examples show that if
the transport coefficients are distinct, it is then possible that a planar wave will
lose stability and that various oscillatory modes will appear. In this connection,
it is of interest to consider systems homotopic to monotone systems. We mean
systems of the form (1.25) which can be obtained from the monotone systems,
considered above, by a continuous change in the coefficients of diffusion (here d can
already be considered not as a number, but a matrix), thermal conductivity, and the
kinetic constants. It is assumed here that the stationary points of a kinetic system,
which determine the conditions at infinity, vary continuously and do not change
the nature of the stability. We assume that a change in the indicated physical
quantities takes place along a curve, described with the aid of some parameter τ , so
that for τ = 0 the system is monotone. For τ = 0, a planar wave is stable, and the
eigenvalues of the operator, obtained by linearization of the right-hand side of (1.25)
about a planar wave, lie in the left half-plane. This was proved above in the one-
dimensional case. Similarly, this may also be proved for the multi-dimensional case
upon expanding with respect to the eigenfunctions of the Laplace operator for the
transverse variables.

We shall keep track of a planar wave for motion with respect to parameter τ ,
remaining within the scope of systems for which existence of a wave is known (for
example, where a priori estimates are available and the Leray-Schauder method can
be applied). For motion with respect to a parameter, the eigenvalue with maximum
real part can land on the imaginary axis and intersect it. Bifurcations, described
in Part II, will then take place.

§4. Branching chain reactions

As previously mentioned, the propagation of waves in chemical kinetics can
have not only a thermal nature, as, for example, waves of combustion, but also a
kinetic character. One of the most interesting classes of reactions for which such
waves are possible is the class of branching chain reactions. In this section we
consider conditions for the existence and stability of branching chain flames, both
isothermal as well as nonisothermal.

4.1. Branching chain processes with kinetics of a general form. We
consider the system of reactions (1.1). We divide all substances Ak (k = 1, . . . ,m)
taking part in these reactions into two groups. In the first group are the initial
substances, which we denote by A1, . . . , As (s < m). These are substances which
appear on the left sides of reactions and do not appear on the right sides; they are
substances which are only used up but not produced. In the second group are the
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intermediate substances, which we denote by R1, . . . , Rp, so that As+j = Rj (j =
1, . . . , p; s + p = m). In the reaction process these substances are consumed and
produced, i.e., they appear on both the left and right sides of reactions. Final
products, i.e., substances appearing only on the right sides of reactions, may not
be taken into account in our discussions.

We say that a system of reactions (1.1) describes a branching chain process
if there exist nonnegative numbers λ1, . . . , λp such that the linear combination of
concentrations

(4.1) U(R) =
p∑
j=1

λjRj

increases with respect to the time during the reaction process.
It is obvious that among the numbers λj there must be positive numbers

(otherwise the sum (4.1) could not increase). Substances Rj that appear with
nonzero coefficients λj are called active centers, due to which branching of a chain
proceeds.

By the increase of U(R) with time during the reaction process we mean that

(4.2)
dU

dt
=

p∑
j=1

λj
dRj
dt

=
p∑
j=1

λj

n∑
i=1

γi,j+swi � 0,

but not identically equal to zero. Here we have used equation (1.2) for the
intermediate substances:

(4.3)
dRj
dt

=
n∑
i=1

γi,j+swi.

Obviously, the following inequality is a sufficient condition for the satisfaction of
inequality (4.2):

(4.4)
p∑
j=1

λjγi,j+s � 0 (i = 1, . . . , n);

here at least one of these inequalities is strict. This condition can also be written
in the matrix form

(4.5) λΓ̂ � 0,

where λ = (λ1, . . . , λp); Γ̂ is the matrix formed from the last p rows of matrix Γ.
Inequalities (4.4) have the following physical interpretation: the number of

active centers is maintained over a part of the reactions (1.1) (such reactions are
called chain continuation reactions), but over the remaining part of the reactions
it increases (such reactions are called branching reactions).

Since our concern is the study of waves joining various stationary points of
a kinetic system, we shall be interested in the question concerning conditions for
nonuniqueness of stationary points and their stability. Before formulating these
conditions, we recall that linear dependence or independence of substances is to be
understood as linear dependence or independence of the rows of matrix Γ.

Condition 1. There exists a set of linear independent intermediate substances
such that
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1) all active centers taking part in the branching of a chain are contained in
this set;

2) in each reaction at least one of these intermediate substances is used up.

In particular, this condition means that reactions initiating a chain, i.e., reac-
tions on whose left sides only initial substances appear, are absent. Such reactions
are usually excluded in the study of chain flames.

Let us renumber the intermediate substances Rj so that the set in Condition 1
consists of the substances R1, . . . , Rl (l � p).

As in §1.1, we consider a balance polyhedron Π, which is defined by equa-
tions (1.9) and inequalities Ak � 0 (k = 1, . . . ,m). It is natural to consider
nondegenerate balance polyhedra, i.e., polyhedra containing interior points: points
in which all concentrations Ak are positive.

Proposition 4.1. If Condition 1 is satisfied, there then exists a nondegenerate
balance polyhedron Π such that the equations

(4.6) R1 = 0, . . . , Rl = 0

specify a stationary face of this polyhedron. This face is nonattracting, i.e., semi-
trajectories, departing from an arbitrary interior point of polyhedron Π, cannot
strike the face (4.6) as t→∞.

Proof. Let r be the rank of matrix Γ. Then there exist r linearly indepen-
dent substances on which the remaining m − r substances depend linearly. We
select r linearly independent substances such that all the substances R1, . . . , Rl are
contained among them; this can be done by virtue of the assumption concerning
their linear independence. We denote all the linearly dependent substances by
A1, . . . , Aq (q = m − r), and the indicated set of linearly independent substances
by Aq+1, . . . , Am. We then have equations

(4.7) Aj =
r∑
k=1

τjkAq+k + aj (j = 1, . . . , q),

where τjk and aj are certain numbers. To specify the balance polyhedron Π, it is
sufficient to prescribe the quantities aj (j = 1, . . . , q). We do this by specifying
some point A = (A0

1, . . . , A
0
m) of the balance polyhedron in the following way. We

set Rj = 0 (j = 1, . . . , l). We take all the remaining independent concentrations to
be nonnegative and all the dependent ones to be positive.

It is easy to see that the balance polyhedron so constructed has interior points
and, even more, interior points lying arbitrarily close to the face (4.6). Indeed, we
consider a point for which all concentrations, which are equal to zero at point A0,
are given by small positive numbers, all remaining independent concentrations being
left unchanged, while the dependent ones are calculated from (4.7). Moreover, the
concentrations Aj (j = 1, . . . , q) remain positive since the change in the independent
concentrations is small.

By virtue of Condition 1, face (4.6) is stationary since on it all reaction rates
vanish. It remains to show that it is nonattracting. This follows from the fact
that function U(R) vanishes on face (4.6), is positive at an arbitrary interior point
of polyhedron Π, and increases along any solution. The proposition is thereby
established.
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And so we see that when Condition 1 is satisfied, the balance polyhedron has
a stationary face which is nonattracting. Furthermore, in many cases there also
exist attracting stationary faces or, in particular, asymptotically stable stationary
points. We present two broad classes of reactions for which this situation obtains.

The first class is a class of reactions with an open graph (see §1.1). In this
case we have the Lyapunov function (1.18). As we did above, we assume that this
function is bounded from below in the balance polyhedron Π. As was pointed out
in §1.1, the set of points on which this function attains a minimum is asymptotically
stable.

The second class of reactions for which attracting stationary faces are possible
are those for which some part of the reactions forms reactions with an open graph,
while the remaining part consists of reversible stages. In studying this class of
reactions use is made of the well-known fact (see, for example, [Vol 9]) that for
reversible reactions the point of detailed equilibrium is asymptotically stable.

Thus, in the classes of reactions indicated, there exist stationary points of two
types, and a question arises concerning the existence of waves joining these points.
We consider this in more detail for models and examples presented in the following
sections.

4.2. Scalar equations. Scalar equation models have been fairly well studied
and are presented here for completeness of exposition. We begin with the reaction

(4.8) A+R k−→ 2R.

(Here, and in what follows, letters above arrows denote reaction rate constants.)
The balance equation has the form

(4.9) A+R = a,

where a is some number. In (2.1) we make the substitution

R = u, A = a− u.

We arrive at the traveling wave equation

(4.10) u′′ + cu′ + f(u) = 0,

where f(u) = ku(a− u), with the following conditions at the infinities:

(4.11) u+ = 0, u− = a.

This equation has been well studied. A detailed study of it appears in [Kolm 1],
wherein it is shown that a wave exists for speeds c � 2(f ′(0))1/2, and also approach
to a wave with minimal speed. Later on these results were developed by various
authors (see Chapter 1).

As a second example, we consider the reaction

(4.12) A+ 2R k−→ 3R,

which, together with reaction (4.8), can be regarded as the simplest model of an
auto-catalytic chain reaction (see [Zel 5]). As above, we arrive at equation (4.10)
with f(u) = ku2(1 − u). In contrast with the preceding case, f ′(0) = 0 and,
therefore, the minimal wavespeed satisfies the inequality c > 2(f ′(0))1/2, and we
have uniform approach to a wave with minimal speed, and not only approach in
form and speed as in the preceding case.
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Reaction (4.12) is sometimes considered jointly with the reaction

(4.13) R
k0−→

(loss of an active center). Then, assuming constant k0 to be small, we can consider
the balance equation (4.9) as satisfied approximately (see [Zel 5]), and the wave
propagation equation takes the form (4.10) with f(u) = ku2(a − u)− k0u. Unlike
the preceding cases, the equation f(u) = 0 has three solutions, of which the first
and the last determine the stable points of the kinetic equation, while the middle
one determines an unstable point. We take the stable points to be u+ and u−, and,
therefore, the wave described by equation (4.10) exists, is unique, and is stable.

Exact solutions are obtained in all considered cases (see [Mas 1] and [Zel 5]).
If heat generation is not neglected, the initial system of diffusion equations (for

substances A and R) must be augmented by the heat conduction equation. In case
the transport coefficients are equal, the system of these three equations may be
reduced to the equation (4.10) (see (3.11)).

4.3. A single active center. In the preceding section we considered the
branching reaction (4.8). In this section the chain continuation reaction will be
added. We consider the reaction scheme

(4.14)
A1 +R

k1−→ 2R,

A2 +R
k2−→ A3 +R.

A model of this kind for a branching chain reaction with A1 = A2 has been
considered by various authors (see [Zel 5, Fran 1]). We note that in the case
A1 = A2 the propagation of isothermal waves is described by a scalar equation. In
this section we shall consider the system of reactions (1.14) with different initial
substances A1 and A2. Despite the simplicity of this system of reactions, existence
and stability of waves have not previously been proved for it.

The nondistributed system of equations corresponding to the reactions (4.14)
has the form

(4.15) Ṙ = k1A1R, Ȧ1 = −k1A1R, Ȧ2 = −k2A2R.

The balance equation here is R + A1 = a1, where a1 is some number. Stationary
points of system (4.15) are obtained from the equations A1R = 0, A2R = 0. Taking
balances into account, we obtain the isolated stationary point R = a1, A1 = A2 = 0
(we denote this point by u−) and the half-line of stationary points

(4.16) R = 0, A1 = a1, A2 � 0.

Thus we have an entire face of the balance polyhedron consisting of stationary
points. It is readily verified that for the reactions (4.14) Condition 1 of §4.1 is sat-
isfied, and, therefore, in accordance with an assertion of that section, the stationary
face (4.16) is not attracting. It is obvious that the graph of reactions (4.14) is open
and, therefore, point u− is stable, a fact which can be verified directly.

We consider, in more detail, the problem concerning the existence of waves
joining points of the unstable face (4.16) with the stable point u−. We show that
for each point u+ of this stationary face there exists a number c∗ such that for
all c � c∗ there exists a wave, in fact, a stable wave, joining the stationary points
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u+ and u−. To this end, we reduce system (4.15) to a monotone system using the
change of variables indicated in §2.1:

(4.17) R = u1, A1 = a1 − u1, A2 = a2 − u2,

where a2 is the value of concentration A2 corresponding to point u+. In the new
variables, the system of equations for the traveling wave may be written in the form

(4.18)
du′′1 + cu

′
1 + k1u1(a1 − u1) = 0,

du′′2 + cu
′
2 + k2u1(a2 − u2) = 0,

with conditions at the infinities: u+ at +∞ and u− at −∞, where

(4.19) u+1 = 0, u+2 = 0, u−1 = a1, u−2 = a2.

It follows from (4.17) that in the u1, u2 coordinates the balance polyhedron is the
half-strip

(4.20) 0 � u1 � a1, u2 � a2.

At point u− the eigenvalues are negative; at point u+ one eigenvalue is positive,
the other is zero, which once again confirms that u− is a stable point and u+ is an
unstable point of the nondistributed kinetic system. We remark that u+ is not an
isolated stationary point: all the points u1 = 0, u2 � a2 are also stationary.

To establish the existence of a traveling wave, i.e., solutions of system (4.18)
with the conditions (4.19), we apply the method pointed out in Remark 2 of §3.2.
To this end, we construct a positive invariant set containing only two stationary
points: u+ and u−. This set is given by the intersection of the balance polyhedron
with the domains

(4.21) u2 � ku1, u2 � 0,

where k is a positive constant. If k is chosen sufficiently large, it is then easy
to see that at points of the introduced lines lying inside the balance polyhedron
the vector field defined by the source in (4.18) is directed towards the interior
of the constructed set (see Figure 4.1). It is therefore positive invariant. Thus,
the theorem concerning the existence of a wave joining points u+ and u−, stated
in Remark 1 of §3.2, is valid. For these waves we have stability and a minimax
representation of the minimal speed.

As in the preceding section, we can add the stage of termination of the chain
(4.13) to the system of reactions considered, and, assuming constant k0 to be
sufficiently small, we can assume approximate fulfillment of the balanceR+A1= a1.
Then all the preceding results remain unchanged.

We consider isothermal waves for the system of reactions (4.14). In the case
of nonisothermal processes, in view of the linear independence of the reactions, the
system (4.18), as a consequence of an assertion in §2.2 for nonnegative thermal
effects, remains monotone, and, therefore, all the conclusions relating to existence
and stability of a wave, as well as that concerning a minimax representation of the
speed, are valid.

4.4. Two active centers: oxidation of carbon bisulfide. In [Vor 1] a
description is given for the propagation of a cold (isothermal) flame in an oxidation



322 8. WAVES IN CHEMICAL KINETICS

a2

u2

a1

u−

u+ u1

Figure 4.1. Positively invariant set for system (4.18)

reaction of carbon bisulfide, observed experimentally by the authors. The mecha-
nism for this process is studied in this and subsequent papers (see [Kon 1, Nov 3,
Zel 5]). Two active centers, R1 and R2, are involved in this reaction:

(4.22)

R1 +A1 −→ R3 +R2,

R2 +A2 −→ R1 + · · · ,
R3 +R3 −→ R1 + · · · .

Here A1 is an initial substance, assumed to be in abundance, A2 is a second initial
substance, and R3 is an intermediate product. The scheme (4.22) agrees with (1.20),
but in a different notation (R1 = S, R2 = O, A1 = O2, A2 = CS2, R3 = SO).
Besides the chain continuation and branching reactions indicated, there are also
reactions involving the loss of active centers, and other reactions which, in certain
cases, may not be taken into account, considering their low rates. We restrict our
discussion to reactions (4.22).

As shown in §2.2, for the system of reactions (4.22) we obtain a monotone
system of equations with the aid of the change of variables (2.1), which in the given
case has the form:

(4.23)
R1 = −u1 + u2 + u3, R2 = u1 − u2, R3 = u1 − 2u2,

A1 = a1 − u1, A2 = a2 − u2.

The balance polyhedron is specified by conditions of nonnegativeness of the right-
hand sides in equations (4.23). The stationary points were pointed out in §1.1. In
the new variables they have the form: u1 = u2 = u3 = 0 and u1 = 2a2, u2 = u3 = a2.
We denote the first of these points by u+, the second by u−. As was established
in §1.1, the point u− is a stable point, u+ is unstable. However, this is evident
directly from the equations for the nondistributed system

u̇i = Fi(u) (i = 1, 2, 3),
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where the Fi are reaction rates,

F1 = k1(−u1 + u2 + u3)(a1 − u1),
F2 = k2(u1 − u2)(a2 − u2), F3 = k3(u1 − 2u2)2,

Fi are nonnegative functions in the balance polyhedron (cf. (2.12)).
Calculation of the eigenvalues at the stationary points leads to the following

result: at the stable point two of the eigenvalues are negative, one is zero; at the
unstable point, one eigenvalue is negative, two are zero.

Traveling waves are described by the following system of equations:

du′′i + cu
′ + Fi(u) = 0 (i = 1, 2, 3),

with conditions u+ and u− at plus and minus infinity, respectively. This system is
monotone and, therefore, the results obtained above are applicable to it. Namely,
for all c � ω∗, where ω∗ is obtained with the aid of the minimax representation,
there exists a stable traveling wave with speed c. Stability is understood in the
sense indicated in §3.2.

As was done above, we can consider nonisothermal processes with nonnegative
thermal effects.

4.5. Irreversible reactions. In §§4.2–4.4 we considered models of branching
chain processes in the case of one and two active centers. In this section we consider
some examples of branching chain reactions with an arbitrary number n of active
centers in the case of reactions with an open graph.

We begin with the system of reactions

(4.24) Ai + αiRi
ki−→

n∑
j=1

βijRj (i = 1, . . . , n),

where αi > 0. We present conditions under which this system describes a branching
chain process. For this it is sufficient that conditions (4.4) be satisfied; in the given
case, these conditions take the form

(4.25)
n∑
j=1

βijλj � αiλi (i = 1, . . . , n),

where at least one of the inequalities is strict and λj are nonnegative. In matrix
form inequalities (4.25) may be written as

(4.26) λγ � 0, λγ �= 0,

where λ = (λ1, . . . , λn),

(4.27) γ =


β11 − α1 β21 . . . βn1
β12 β22 − α2 . . . βn2
. . . . . . . . . . . .
β1n β2n . . . βnn − αn

 .
Matrix γ has nonnegative off-diagonal elements. It is necessary that the following
condition be satisfied:

(4.28) det γ �= 0.

Then, for the system of reactions (4.24), Condition 1 of §4.1 is satisfied. Therefore,
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on the basis of Proposition 4.1, there exists a nondegenerate balance polyhedron Π
such that the equations

(4.29) R1 = 0, . . . , Rn = 0

specify a stationary point, lying in this polyhedron and being nonattracting. It is
easy to see that polyhedron Π can be specified by the equation

(4.30) R+ γA = µ,

where R = (R1, . . . , Rn), A = (A1, . . . , An), and µ is a vector given by

(4.31) µ = γA0,

where A0 is a given positive vector. It is obvious that A0 is the value of concentra-
tion A at the stationary point (4.29).

For the system of reactions (4.24) the monotonicity conditions of §2.2 are
satisfied and the kinetic system may be reduced to a monotone system by the
substitution (2.1), which in the given case has the form

(4.32) A = A0 − u, R = γu,

where u = (u1, . . . , un).
In these variables traveling waves are described by the following system of

equations:

(4.33) du′′ + cu′ + w = 0.

Here w = (w1, . . . , wn) is the vector of the reaction rates:

(4.34) wi = kiAiRαi

i (i = 1, . . . , n).

To the system (4.33) we adjoin the conditions at the infinities:

(4.35) lim
x→−∞

u(x) = u−, lim
x→+∞

u(x) = 0.

Thus, at +∞ we have the stationary point (4.29), which is unstable, and at −∞
the stationary point u−, which we assume to be stable. A stable stationary point
of a kinetic system exists by virtue of the openness of the graph of the reactions.

We note, as a consequence of (4.33), that all the stationary points of the kinetic
system are determined by the equation

(4.36) w = 0.

By virtue of (4.34), this means that all the stationary points are obtained from the
equations

(4.37) AiRi = 0 (i = 1, . . . , n)

and from the condition for these points to belong to the balance polyhedron Π.
The property of a point to belong to the balance polyhedron is connected with the
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choice of vector µ (and, consequently, of A0) appearing in (4.30). For example,
consider the stationary point

(4.38) A = 0, R > 0.

It is clear that at this point R = γA0, and, therefore, we obtain a condition on A0

for which the point in question belongs to the balance polyhedron:

(4.39) γA0 > 0.

Similarly, we can also consider other stationary points and determine conditions
under which they belong to the balance polyhedron Π.

Let conditions (4.39) be satisfied. As u− we select the stationary point (4.38).
It follows from (4.32) that u− = A0. It is clear that this point is isolated and
asymptotically stable. The latter follows from the fact that for a nondistributed
kinetic system we can take, as the Lyapunov function, the function

V = A1 + · · ·+An,

which obviously attains a minimum at the point considered.
Thus we can apply to system (4.33) the results of §3 concerning the existence

and stability of waves for monotone systems. Here we need to take into account the
presence of other unstable stationary points. If they are in the balance polyhedron,
then when the conditions of Theorem 4.1 of Chapter 3 about the nonexistence
of waves joining unstable stationary points are satisfied, we find that solutions of
problem (4.33), (4.35) exist. Under certain additional assumptions we can show
that there are no stationary points different from 0 and u− in polyhedron Π.

We pause to consider in more detail the case in which matrix γ is irreducible.
In this case, for satisfaction of conditions (4.26), it is necessary and sufficient that
the eigenvalue of the matrix γ with maximal real part is positive. As λ we can take
the eigenvector corresponding to the eigenvalue with maximal real part. Therefore,
for the case in which matrix γ is irreducible, if conditions (4.26) are satisfied we
can take vector λ to be positive and such that inequalities (4.26) are strict.

We can also adduce the following condition.

Proposition 4.2. In order that the system of reactions (4.24) describe a
branching process and satisfy Condition 1 of §4.1, it is sufficient that the following
inequality holds :

(4.40) (−1)n−1 det γ > 0.

Proof. It is obvious that the eigenvalue with maximal real part of matrix γ is
positive, since, otherwise, inequality (4.40) would not be satisfied. Satisfaction of
Condition 1 of §4.1 follows form (4.28). This completes the proof of the proposition.

We consider the stationary points of a kinetic system.

Proposition 4.3. If matrix γ is irreducible, then in the intersection G of the
balance polyhedron Π with the interval 0 � u � u− there are no stationary points
of the kinetic system different from 0 and u−.



326 8. WAVES IN CHEMICAL KINETICS

Proof. Without loss of generality, we can assume that the reaction rates are
given by the equations

(4.41) wi = kiAiRi (i = 1, . . . , n),

which follows from (4.37).
We assume that in G there is a stationary point u∗, different from 0 and u−.

We show that u∗ > 0. Let us suppose this is not the case and, for definiteness, let
u∗i = 0, i = 1, . . . , k < n, and u∗i > 0, i = k + 1, . . . , n. Let us define the functions

ϕi(t) = wi(tu∗) (i = 1, . . . , k).

It is obvious that

(4.42) ϕi(0) = ϕi(1) = 0.

We have

(4.43) ϕ′
i(t) =

n∑
j=n+1

∂wi(tu∗)
∂uj

u∗j .

Since i� k < j and the system is monotone, we have ∂wi/∂uj � 0, and, consequently,
ϕ′
i(t) � 0 (0 � t � 1). Together with (4.42), this yields ϕ′

i(t) ≡ 0. Therefore,

(4.44)
∂wj(tu∗)
∂uj

≡ 0 for 0 � t � 1, i = 1, . . . , k; j = k + 1, . . . , n.

From (4.41) and (4.42) we obtain

∂wi(tu∗)
∂uj

= ki(A0
i − tu∗i )γji.

Taking t sufficiently small, from (4.44) we have: γij = 0 (i = 1, . . . , k; j =
k + 1, . . . , n). But this contradicts the irreducibility of matrix γ.

We show now that in the polyhedron Π there is an interior point u0 such that

(4.45) u0 � u∗, u0i = u
∗
i for some i.

Indeed, it is obvious that inside Π there exists a point u1 < u∗. We join u1 and u−

by a rectilinear segment. Interior points of this segment lie inside Π. Let u0 be the
point of intersection of this segment with the boundary of the interval [0, u∗]. Since
u0 � u∗ � u− and u∗ �= u−, then u0 �= u− and is an interior point of Π. By virtue
of (4.45), wi(u0) � wi(u∗) = 0, since ∂wi/∂uj � 0 for i �= j. This contradicts the
positiveness of function wi inside Π. The proposition is thereby established.

We proceed now to the problem concerning existence and stability of waves.
Based on the proposition just proved and the theorem of §3.2, we can conclude
that for all c � ω∗, where ω∗ is obtained with the aid of the minimax representa-
tion (4.4), (4.5) of Chapter 3, there exist solutions of system (4.33), that are mono-
tone with respect to u and satisfy conditions (4.35), for which concentrations A(x)
and R(x) are nonnegative. When c < ω∗, such solutions do not exist.

It is easy to see that the matrix ∂wi/∂uj is functionally irreducible and its
eigenvalues at point u− are negative. We can therefore apply the results of
Chapter 5 concerning the stability of waves in weighted norms. Namely, we denote
by µ+ the eigenvalue with maximal real part of matrix ∂wi/∂uj at zero. Then, as
shown in §4 of Chapter 3, we have the inequality ω∗ � 2(dµ+)1/2 and the following
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result concerning stability is valid. If ω∗ > 2(dµ+)1/2, we then have asymptotic
stability of waves in weighted norms for all c � ω∗. If ω∗ = 2(dµ+)1/2, we then
have asymptotic stability in weighted norms for c > ω∗. When c = ω∗, the waves
are stable in the sense indicated in §3.2.

A case frequently considered in the study of cold flames is the one in which there
is a deficiency in one of the initial substances and an abundance in the remaining
ones, and a change in them is neglected in the reaction process. Their concentrations
are then accounted for in the form of rate constant and the reactions scheme (4.24)
can be written in the form

(4.46)

A1 + α1R1
k1−→

n∑
j=1

β1jRj ,

αiRi
ki−→

n∑
j=1

βijRj (i = 2, . . . , n).

We shall assume that inequalities (4.26) and (4.28) remain valid. Then to the
system of reactions (4.46) there corresponds only the one balance:

(4.47) A1 + (r,R) = A0
1,

where r = (r1, . . . , rn) is the vector obtained by solving the equation

(4.48) rγ = e1.

Here e1 = (1, 0, . . . , 0), A0
1 > 0.

Besides the stationary point (4.29):

R = 0, A1 = A0
1,

which is unstable, there is a second stationary point

(4.49) A1 = 0, r1R1 = A0
1, Rj = 0 (j = 2, . . . , n),

if r1 > 0.
We remark that positiveness of r1 is a necessary condition for boundedness of

the balance polyhedron (4.47), i.e., if r1 � 0, then it is not bounded. In addition,
there is a unique stationary point in the balance polyhedron and it is unstable.
It is easy to see that in this case the sum of concentrations of the active centers
increases to infinity in the reaction process. This is a consequence of the fact that
we have neglected consumption of the initial substances. Thus, for the indicated
choice of substance which is in short supply, waves do not exist.

Let r1 > 0. Then the stable stationary point is specified by equation (4.49). It
is clear that there are no other stationary points besides the two indicated. Since
the system may be reduced to a monotone system, conclusions analogous to the
preceding can then be made concerning existence and stability of a wave.

In the system of reactions (4.24) it was assumed that all the substances Ai are
distinct. However, cases are encountered in which the initial substance is consumed
in more than one reaction. It can also be the case with the active centers. Here
the condition for reducing a system to a monotone one can be violated, and to
prove the existence of a wave, it is necessary to use other methods. It is reasonable
to expect that here we can construct a rotation of the vector field and apply the
Leray-Schauder method, as was done in Chapters 2, 3, and 9. Instability of a wave
in the presence of parallel reactions is possible.



328 8. WAVES IN CHEMICAL KINETICS

4.6. Reversible reactions. The definition of branching chain processes given
in §4.1 also allows the presence of reversible stages.

We consider first the following scheme of reactions:

(4.50)

n∑
j=1

αijRj ↔
n∑
j=1

βijRj ,

A+
n∑
j=1

αnjRj
k−→

n∑
j=1

βnjRj ,

i = 1, . . . , n− 1.

For convenience of exposition we begin with the following simple example of such
a scheme:

(4.51) R1
k+1←→
k−1

R2, R2
k+2←→
k−2

R3, A+R2
k3−→ 2R1.

Here we have only the one balance

A+R1 +R2 +R3 = a (a > 0).

It is easy to find the stationary points

(4.52) R1 = R2 = R3 = 0, A = a

and

(4.53) A = 0, R1 +R2 +R3 = a, k+1 R1 = k−1 R2, k+2 R2 = k−2 R3.

The last equations define a point of detailed equilibrium for the system of reversible
reactions in (4.51). The kinetic system (4.51) has no other stationary points.

The system of reactions considered determines a branching chain process: R1+
R2 + R3 increases during the reaction process. Therefore, the point (4.52) is
unstable. The stationary point (4.53) is asymptotically stable. This could be
verified directly; however, we shall do this in the general case for system (4.50).
It follows from what was said in §2 that the system corresponding to (4.51) is
reducible to a monotone system. New variables can be introduced with the aid of
equations (2.1):

R1 = −u1 + 2u3, R2 = u1 − u2, R3 = u2 − u3, A = a− u3.

The system of equations for a traveling wave has the form

(4.54) du′′i + cu
′
i + fi(u) = 0 (i = 1, 2, 3),

where

f1 = k+1 (−u1 + 2u3)− k−1 (u1 − u2),

f2 = k+2 (u1 − u2)− k−2 (u2 − u3),
f3 = k3(u2 − u3)(a− u3).

As conditions at the infinities, we specify the stationary points (4.52) and (4.53)
in the variables u1, u2, u3. To system (4.54) we can apply the results obtained for
monotone systems.
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We return now to the system of reactions (4.50). We assume that at least one
substance Rj appears on the left and right sides of the reactions. This means that

n∑
j=1

αij > 0,
n∑
j=1

βij > 0 (i = 1, . . . , n).

We introduce the matrix

γ =

 γ11 · · ·γn1. . . . . . . . . .
γ1n · · ·γnn

 , where γij = βij − αij .

We assume that this matrix is invertible. Condition 1 of §4.1 is then satisfied.
Condition (4.4), i.e, a condition sufficient for the system of reactions to describe

a branching chain process, has the form

(4.55)

n∑
j=1

λjγij = 0 (i = 1, . . . , n− 1),

n∑
j=1

λjγnj > 0, where λj � 0 (j = 1, . . . , n).

Without loss of generality, we can assume that λj is a solution of the system of
equations (4.55) and

(4.56)
n∑
j=1

λjγnj = 1.

This means that the vector λ = (λ1, . . . , λn) is the last row of the matrix γ−1, the
matrix inverse to γ. Thus, in order that the system of reactions (4.50) describe
a branching chain process, it is sufficient that the last row of matrix γ−1 be
nonnegative.

We construct the balance polyhedron Π. Obviously, it has the form

(4.57) A+
n∑
j=1

λjRj = A0, A � 0, Rj � 0,

where λj is a solution of the system (4.55), (4.56), A0 > 0. It is clear that the point

(4.58) R1 = 0, . . . , Rn = 0, A = A0

is a stationary point, and, as follows from Proposition 4.1, it is unstable.
We find the other stationary points. To do this, we write down the kinetic

system corresponding to the reactions (4.50):

(4.59)
dR

dt
= γw,

where w = (w1, . . . , wn), wi = w+
i −w−

i , i= 1, . . . , n− 1; w+
i , w

−
i are the direct and

reverse reaction rates in (4.50), wn is the rate of the last reaction; R= (R1, . . . , Rn).
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In view of the invertibility of matrix γ, it follows from this that a stationary point
is a solution of the system of equations w = 0, or

(4.60) w+
i = w−

i (i = 1, . . . , n− 1), wn = 0.

We consider the stationary point in which A = 0:

(4.61) A = 0,
n∑
j=1

λjRj = A0, w+
i = w−

i (i = 1, . . . , n− 1).

For the existence of such a stationary point it is necessary and sufficient that this
system have a nonnegative solution Rj (j = 1, . . . , n). On the basis of a well-known
result (see [Vol 9]) this system has a unique positive solution. This solution is a
positive point of detailed equilibrium for the system of reversible reactions in (4.50).

We show that the stationary point (4.61) is asymptotically stable in the balance
polyhedron Π. It follows from known results for reversible reactions (see [Vol 9])
that for the system of the first n − 1 reactions in (4.50) the point of detailed
equilibrium is asymptotically stable. In addition, the balance plane in which it
lies is obviously attracting if the complete system of reactions is considered. From
this we can obtain asymptotic stability of point (4.61) for the system of differential
equations corresponding to the reactions (4.50).

Thus we have shown that the nondistributed kinetic system corresponding to
the reactions (4.50) has at least two stationary points: unstable and asymptotically
stable. We can ask the question about the existence of traveling waves joining
these points. For the case in which the system reduces to a monotone system, the
methods presented above can be applied to it. We have illustrated this by the
system of reactions (4.51). Other examples of this type can also be presented.

In the case considered above the number of intermediate substances Rj is equal
to the number of reactions. Using similar methods, we consider the case in which
the number of intermediate substances is greater than the number of reactions. We
limit the discussion to the following example:

(4.62)
R1 +R2

k+1←→
k−1

R3,

A+R3
k2−→ 2R3.

Here R2 and R3 are active centers; the balance relations are

(4.63)
A+R2 +R3 = a2 > 0,

R1 +R2 + 2R3 = a1 > 0.

It is easy to see that Condition 1 of §4.1 is satisfied and that the stationary point

(4.64) A = a2, R1 = a1, R2 = R3 = 0

is unstable. The kinetic system corresponding to the reactions (4.62) is reducible
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to a monotone system by means of the substitution (2.1), which, in the given case,
has the form

R1 = a1 − u1, R2 = 2u2 − u1, R3 = u1 − u2, A = a2 − u2.

Here we obtain the following equations describing traveling waves:

(4.65) du′′i + cu
′
i + fi(u) = 0 (i = 1, 2),

where

f1(u) = k+1 (a1 − u1)(2u2 − u1)− k−1 (u1 − u2),

f2(u) = k2(a2 − u2)(u1 − u2).

In the variables u1, u2 the polyhedron Π has the form u1 � a1, u2 � a2, u2 � u1 �
2u2; the unstable point (4.64) is u1 = 0, u2 = 0. There is a second stationary point,
which is a point of detailed equilibrium for reversible reactions. It is obtained from
the equations

u2 = a2, k+1 (a1 − u1)(2u2 − u1) = k−1 (u1 − u2).

We denote it by u−. This point is asymptotically stable. There are no other
stationary points, besides 0 and u−, in polyhedron Π. Thus, traveling waves defined
by system (4.65) with the conditions 0 and u− at ±∞ exist and are stable in
accordance with the results for monotone systems presented earlier.

Along with the reactions (4.50), the same methods can be considered for
reactions containing more than one irreversible stage.

4.7. Interaction of chains. We have considered branching chain processes
for which there is a single stable stationary point and also unstable stationary
points. In this section we consider processes for which there exist more than one
stable stationary point. This is connected with the presence of more than one
branching chain in the system of reactions and their interaction. The simplest
example exhibiting effects of interest to us is the following:

(4.66)

A1 +R1
k1−→ 2R1,

A2 +R2
k2−→ 2R2,

R1 +R2
k3−→ A1 +A2.

The first and second of these reactions, considered individually, are branching chain
reactions, while the third reaction represents an interaction of chains.

For the system of reactions (4.66) we have the balance equations

(4.67) A1 +R1 = a1, A2 +R2 = a2,

where a1 and a2 are positive constants. Taking these balances into account, we
obtain the following nondistributed system of equations:

(4.68)
Ṙ1 = k1R1(a1 −R1)− k3R1R2,

Ṙ2 = k2R2(a2 −R2)− k3R1R2 (0 � R1 � a1, 0 � R2 � a2).
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The stationary points are obviously the following:

R1 = 0, R2 = 0,(4.69)

R1 = 0, R2 = a2,(4.70)

R1 = a1, R2 = 0,(4.71)

R1 = r, R2 =
k1
k3

(a1 − r),(4.72)

where
r =

k1k2a1 − k2k3a2
k1k2 − k23

,

assuming that 0 < r < a1.
We find conditions for stability of the points (4.70) and (4.71). Direct calcu-

lation of the eigenvalues of the matrix obtained by linearization of the right-hand
sides of (4.68) at these points leads to the following result: the eigenvalues are
negative if the following inequalities are satisfied:

(4.73)
k2
k3
<
a1
a2
<
k3
k1
.

We note that from these inequalities it also follows that 0 < r < a1. It is also easy
to verify that point (4.72) is unstable when conditions (4.73) are satisfied and that
point (4.69) is unstable independently of these conditions.

Thus we have shown that when condition (4.73) is satisfied, the kinetic sys-
tem (4.68) has four stationary points in the balance polyhedron of which two are
stable and two unstable.

It may be verified directly that by means of the substitution R1 = u1, R2 =
a2 − u2 the system (4.68) is reduced to a monotone system, which has, as stable
stationary points, the points u1 = 0, u2 = 0; u1 = a1, u2 = a2. Thus, a monotone
traveling wave joining these points exists, is unique, and is stable.

We have illustrated the interaction of chains with the simple example (4.66). A
similar result may also be obtained in a more general case. Let us assume we have a
system of reactions containing two groups of active centers: R(1) = (R(1)

1 , . . . , R
(1)
k )

and R(2) = (R(2)
1 , . . . , R

(2)
l ). We assume that there is a subsystem of reactions

with respect to the active centers R(1) and certain intermediate substances A(1),
which, for the given subsystem, are initial substances, and that this subsystem,
considered independently, describes a branching chain process. In example (4.66)
this corresponds to the first reaction. We assume, further, that there is a second
subsystem of analogous reactions with respect to the active centers R(2) and
certain intermediate substances A(2), which corresponds to the second reaction
in example (4.66). We assume, finally, that there is a third subsystem of reactions
in which the active centers from the groups R(1) and R(2) interact, and that, among
the reaction products, there are the substances A(1) and A(2). This corresponds to
the last reaction in (4.66).

If the first of the indicated subsystems of reactions is considered independently,
then, when the conditions indicated in the preceding sections are satisfied, we
have unstable and stable stationary points. Similarly for the second subsystem of
reactions. It proves to be the case that under certain conditions there correspond
two stable stationary points of the complete system to these two stable stationary
points for the subsystems.
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§5. Other model systems

In addition to the branching chain reactions considered in the preceding section,
there are a number of other systems of interest in the applications, which can be
studied with the aid of the methods presented above. We present some of these
here.

5.1. Belousov-Zhabotinsky reaction. Under certain assumptions traveling
waves in Belousov-Zhabotinsky reactions are described by the following system of
equations (see [Mur 1]):

(5.1)
u′′ − cu′ + u(1− u− rv) = 0,

v′′ − cv′ − buv = 0,

where r and b are positive parameters, u � 0, v � 0.
A large number of papers have been devoted to the study of this system of

equations (see [Bel 1, Doc 1, Gib 1, Kan 6, 7, Kla 1, 2, Mur 1, Osc 1, Troy 2,
Ye 1], and references therein). We now show how the results of §3 may be applied
to this system of equations.

The system of equations (5.1) is not monotone; however, if we replace u by
1− u, we obtain the monotone system of equations

(5.2)
u′′ − cu′ + (1− u)(u− rv) = 0,

v′′ − cv′ − b(1− u)v = 0, u � 1, v � 0.

We find the stationary points of the nondistributed system. We have, obviously,
the isolated stationary point

(5.3) u = 0, v = 0

and the half-axis of stationary points

(5.4) u = 1, v � 0.

Through linearization of the source it is easy to verify that the stationary point (5.3)
is asymptotically stable and that the points (5.4) are unstable for v < 1/r. We limit
the discussion to this case, using the results of §3.

We specify conditions at the infinities for system (5.2) as follows:

(5.5) u(+∞) = 0, v(+∞) = 0, u(−∞) = 1, v(−∞) = v0,

where v0 is an arbitrary number: 0 < v0 < 1/r.
As the positively invariant set, such that point (1, v0) is an isolated stationary

point, we can take the set bounded by the lines u=0, v=0, v= v0, v= k(u−1)+v0
(see Figure 5.1). Here k is chosen so that bv(u − rv)−1 < k, which can obviously
be done.

Using the results of §3, we can now state that for each v0, 0 < v0 < 1/r, there
exists a number c∗ > 0, such that for all c � c∗ there exists a stable monotone
traveling wave, i.e., a monotone solution of system (5.2) with the conditions (5.5).
For c < c∗, no such waves exist. For c∗ we have the minimax representation.

5.2. Heterogeneous-catalytic reactions. In the study of heterogeneous-
catalytic reactions we take into account, along with the processes of chemical
kinetics, diffusion, and heat conduction, convective heat and mass transfer. One of
the models describing these processes leads to the system of equations (1.28), to
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1

v

u
0

Figure 5.1. Positively invariant set for system (5.2)

the left side of which are added the terms λ(A0 −A) and λ(T0 − T ), where A0 and
T0 are constant quantities belonging to the balance polyhedron. If we change to
the new variables u, as was done in §3.1, we then obtain the system

(5.6) du′′ + cu′ + F (u)− λ(u − u0) = 0,

which differs from (3.3) by only the last term. Moreover, if system (3.3) is monotone,
then (5.6) is also a monotone system. Therefore, all the developments of the earlier
method are also applicable to this system. Presence of the last term in (5.6) can
change the location and types of stationary points.

We illustrate all this with the following simple example. Consider the system
of reactions

(5.7) A1 + 2R k1−→ 3R, A2 +R
k2−→ A3 +R.

For this system we have the balance

(5.8) A1 +R = a.

The nondistributed system of equations has the form

(5.9)

Ṙ = k1A1R
2 + λ(R0 −R),

Ȧ1 = −k1A1R
2 + λ(A10 −A1),

Ȧ2 = −k2A2R+ λ(A20 −A2),

where R0, A10, A20 are given nonnegative numbers, where R0 + A10 = a. Let us
assume that R0 = 0. Eliminating R with the aid of (5.8), we obtain the system of
equations

(5.10)
Ȧ1 = −k1A1(a−A1)2 + λ(A10 −A1),

Ȧ2 = −k1A2(a−A1) + λ(A20 −A2),

which is, obviously, a monotone system. The stationary points of this system
are readily found. When the condition 0 < λ < k1a

2/4 is satisfied, there are
three isolated stationary points of which the two endpoints are stable while the



BIBLIOGRAPHIC COMMENTARIES 335

intermediate point is unstable. Since the system is monotone, the results obtained
above can then be applied to it.

5.3. Remarks concerning biological models. Equations of the type con-
sidered can describe not only a change of concentration in chemical reactions,
but also various biological processes. There is a large literature devoted to these
problems (see [Bel 1, Mur 1, Rom 1, 2, Svi 2, Volt 1, Zha 1] and references
therein). We limit the discussion to two examples illustrating the application of
the methods developed above.

Consider the well-known model for the competition of species

(5.11)
u̇1 = k1u1 − k1u21 − κ1u1u2,

u̇2 = k2u2 − k2u22 − κ2u1u2.

This system of equations is analogous to the model system (4.68) for the interaction
of chains, and its study is entirely similar. Depending on the relationship among
the parameters, a different number of stationary points is possible here, including
the presence of two stable stationary points. As was the case in §4.7, replacement
of u2 by 1− u2 reduces the system to a monotone system.

As a second example, we consider the biochemical model of Jacob-Monot:

(5.12) u̇1 = a(1 + u22)
−1 − u1, u̇2 = a(1 + u21)

−1 − u2.

For specified values of parameter a this system has more than one stationary point.
Upon replacing u2 by a−u2 (a is a constant), it may also be reduced to a monotone
system.

For distributed systems corresponding to (5.11) and (5.12) the results concern-
ing the existence of waves, their stability, and the representation for the speed are
valid.

Bibliographic commentaries

There is a vast literature devoted to the propagation of chain flames (see [Aza 1,
Fran 1, Vor 1, Zel 5], and references therein). However, papers in which mathe-
matical modeling of these processes is carried out are few in number. We mention
papers [Nov 3, 4, Kag 1–4], which are mostly devoted to a numerical analysis
of model systems (see also [Cla 2] and references therein). In [Gray 1] numerical
study of an auto-catalytic system is accompanied by asymptotic analysis. In certain
cases, under simplified assumptions, a process permits description by a scalar
equation [Vor 1, Nov 3, 4]. A brief description of some of the results presented
in §§4, 5 can be found in [Vol 24, 26].

Literature relating to waves for the Belousov-Zhabotinsky reaction and for
biological models was given previously in §5. There is a number of papers in
which propagation of waves for heterogeneous-catalytic reactions is discussed (see
[Barel 1, Byk 1, Pro 1, Shk 1], and references therein). Traveling waves in
chemical kinetics are studied also in [Brow 1, Fei 1, Fife 13, Fre 4, Koro 1,
Ter 7, Vol 1, 2].



CHAPTER 9

Combustion Waves with Complex Kinetics

§1. Introduction

In the preceding chapter it was noted that chemical reaction waves, turning
one equilibrium state into another, can be divided into two types. The first case,
in which both equilibrium states are stationary points of a kinetic system, was
considered in Chapter 8. In this chapter we consider combustion waves involving a
strong temperature dependence in the reaction rate; this corresponds to the second
case. As is usual in combustion theory, we assume that the chemical reaction rate
is very small at low temperatures in comparison with the maximum temperature
in the combustion wave. In mathematical formulation this means that a “cut-
off” is made in the source (see (1.34) in Chapter 8). Thus, in the given case, one
equilibrium state has a kinetic origin while the other is introduced artificially, which
corresponds to the physical meaning and guarantees that the mathematical model
is well posed.

As we did earlier, let us consider the system of reactions

(1.1)
m∑
k=1

αikAk →
m∑
k=1

βikAk, i = 1, . . . , n.

The corresponding system of equations, describing traveling waves, has the form

(1.2)
dA′′ + cA′ + ΓΦ(a, T ) = 0,

κT ′′ + cT ′ + (q,Φ(A, T )) = 0.

Here, as usual, A = (A1, . . . , Am) is the vector defining concentrations of the
reacting substances, T is the temperature, Φ = (Φ1, . . . ,Φn), Φi is the rate of
the ith reaction,

(1.3) Φi(A, T ) = ki(T )fi(A), i = 1, . . . , n,

q = (q1, . . . , qn), qi is the adiabatic heating due to the ith reaction, d stands for
the coefficients of diffusion, here assumed all equal, κ is the coefficient of thermal
diffusivity, and c is the wavespeed, which is unknown, as are also the functions A(x)
and T (x). Matrix Γ has the form (1.6) of Chapter 8.

At the infinities, the conditions are given by

(1.4)
A(+∞) = A+, T (+∞) = T+,

A(−∞) = A−, T (−∞) = T−.

Along with the system of equations (1.2) we shall consider the nondistributed or

337
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kinetic system

(1.5)
dA

dt
= ΓΦ(A, T ),

dT

dt
= (q,Φ(A, T ))

and the relations

(sk, A+ −A−) = 0, k = 1, . . . ,m− r,(1.6)

T+ − T− = (p,A+ −A−)(1.7)

(see §1 of Chapter 8), where sk are the vectors forming a complete system of linearly
independent solutions of the equation

(1.8) skΓ = 0,

and vector p satisfies the equation

(1.9) pΓ = q.

In Chapter 8 we introduced the concept of a reaction with an open graph and
we pointed out the basic properties of such reactions. Recall that in this case we
assumed the existence of a vector σ for which the following inequality is valid:

(1.10) σΓ < 0.

(A consequence of (1.9), obviously, is that if all reactions are exothermic, i.e., if
q > 0, then the graph of the reaction is open.) Openness of the graph of a reaction
is typical for irreversible reactions, although, of course, not all irreversible reactions
have an open graph.

It is easy to see that the function

(1.11) V (A) = (σ,A)

decreases along trajectories of the kinetic system.
We pause briefly to note the contents of this chapter. In §2 the Leray-Schauder

method is used to prove existence of waves for reactions with an open graph. Here
we consider at first the case in which the transport coefficients are equal (κ = d)
and thermal effects of the reactions are positive (qi > 0). Next, we waive either
the first condition or the second condition. We also consider the problem relating
to the influence of a “cut-off” in the source on the existence of waves. In §3 we
present a theorem concerning the stability of combustion waves for the case in which
system (1.2) is reducible to a monotone system (for κ = d). In the last section we
give examples of reactions that lead to monotone systems.

§2. Existence of waves for kinetic systems with irreversible reactions

In this section we prove the following theorem concerning the existence of waves
for reaction-diffusion systems.

Theorem 2.1. Suppose the system of reactions (1.1) is given as well as the
corresponding system of equations (1.2), with conditions (1.4) at the infinities,
describing a traveling wave. We assume that

1) reaction rates are given by equations (1.3), (2.1);
2) A+, T+ is an asymptotically stable stationary point of the kinetic sys-

tem (1.5) in the balance polyhedron Π, A− > 0, and the necessary con-
ditions (1.6) and (1.7) for the existence of a wave are satisfied ;
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3) intermediate stationary points satisfy Condition 1 of §2.1;
4) thermal effects of the reactions are positive (qi > 0);
5) a cut-off is made in the source, i.e., relations (1.34) of Chapter 8 apply.
Then there exists a traveling wave A(x), T (x) joining points A−, T− and A+,

T+, i.e., solutions of system (1.2) with conditions (1.4). Moreover, the concentra-
tions A(x) are positive, function V (A(x)), given by equation (1.11), and temperature
T (x) are strictly monotone.

A proof of this theorem is given in §2.4 in the case of equality of transport
coefficients (κ = d); a proof of the general case is given in §2.6. In §2.5 additions to
the theorem are supplied in the case κ = d. A problem considered there concerns
thermal effects of different signs (see also the supplement to Part III) and it is also
shown that if the cut-off is made at different temperatures, we may then have either
existence or nonexistence of a wave. In §2.1 we present results that are necessary
for studying the existence of waves for equations of chemical kinetics; in §§2.2 and
2.3 transformations of equations are presented.

2.1. Kinetic system. We consider the system of reactions (1.1). Reaction
rates are given in the form (1.3), where

(2.1) fi(A) = Aνi1
1 × · · · ×Aνim

m gi(A),

νik are arbitrary numbers such that νik � 1 if aik �= 0, νik = 0 if aik = 0; gi(A) > 0
for A � 0.

By virtue of condition (1.10), at all stationary points of kinetic system (1.5) we
have the equation

(2.2) Φ(A, T ) = 0.

We consider, in particular, the stationary point A+, T+ at which function V (A)
attains a minimum. Suppose that at this point l components of vector A+ vanish
and that the remaining components are positive. Since, by assumption, this point
is isolated, we have l � r, where r is the rank of matrix Γ. It is easy to see that
with a small change in the given vector A− > 0 we can arrange to have l become
equal to r. We shall assume that l = r, and we renumber the substances so that
the first r substances vanish:

(2.3) A+
1 = 0, . . . , A+

r = 0, A+
k > 0 (k > r).

Let Γ̂ denote the matrix consisting of the first r rows of matrix Γ, and let Γ̃ be the
matrix consisting of its last m− r rows. It follows from the preceding that the rank
of matrix Γ̂ is equal to r, and, therefore

(2.4) Γ̃ = RΓ̂,

where R is a matrix of dimensions (m− r)× r.

Proposition 2.1. Let A, T be an isolated stationary point of system (1.5)
and assume that in it exactly r concentrations Ak1 , . . . , Akr equal zero, where
k1, . . . , kr, kr+1, . . . , km is a rearrangement of the numbers 1, . . . ,m. Then for each
substance Aki (i = 1, . . . , r), a reaction may be found in which this substance is
consumed and in which the substances Akj (j �= i, j = 1, . . . , r) are not consumed.

In view of its simplicity we shall not supply a proof of this proposition.
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We apply this proposition to the stationary point A+, T+. Let us renumber
the reactions so that substance Ak is consumed in the kth reaction (k = 1, . . . , r).
We denote by Γ0 the matrix consisting of the first r columns and rows of matrix Γ.
It then follows from Proposition 2.1 that matrix Γ0 has nonnegative off-diagonal
elements.

We assume that the numbers νik appearing in (2.1) satisfy the condition

(2.5) νik � 1 (i = 1, . . . , n; k = 1, . . . ,m).

Later on, in proving the existence of waves, we shall get rid of this condition.
Let

(2.6) Â = (A1, . . . , Ar), Ã = (Ar+1, . . . , Am).

Then from equation (2.4), for solutions of the kinetic system (1.5) it follows that

(2.7) Ã = RÂ+ Ã+.

From (1.5) it also follows that

(2.8)
dA

dt
= Ψ(Â, T ),

where

(2.9) Ψ(Â, T ) = Γ̂Φ(A, T )

and A is expressed in terms of Â from (2.7). It is readily verified directly that

(2.10) Ψ′
bA

∣∣∣
bA=0

= Γ̂P,

where matrix P is nonnegative, has nonzero elements in each of its columns, and is
such that matrix Γ̂P has nonnegative off-diagonal elements.

Proposition 2.2. There exists a vector s > 0 such that

(2.11) sΓ̂ < 0.

All eigenvalues of matrices Γ0 and Γ̂P lie in the left half-plane.

Proof. From (1.10) and (2.4) we obtain (2.11), where s = σ1 + σ2R, σ =
(σ1, σ2). Further, from (2.7) we have (σ,A) = (s, Â) + σ2Â+. Consequently, (s, Â)
has a minimum for Â = 0 relative to Â � 0, from which it follows that s > 0.
The remaining assertions follow from (2.11) and from the fact that Γ0 and Γ̂P have
nonnegative off-diagonal elements. This completes the proof of the proposition.

It follows from Proposition 2.2 that an arbitrary solution s of inequality (2.11)
is positive since matrix Γ0 has an inverse with nonpositive elements. The set of
all solutions s of equation (2.11) forms a cone in r-dimensional space. We consider
matrix B, the rows of which are linearly independent vectors of this cone. Matrix
B is invertible and positive, and we have the equation

(2.12) BΓ̂ = −K,

where K > 0. Later on, matrix B will be used to reduce system (1.2) to a locally
monotone system.
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We consider the intermediate stationary points A, T . As already noted, a
stationary point is characterized by the equations

(2.13) Ak1 = 0, . . . , Aks = 0, Ak > 0 (k �= k1, . . . , ks).

We remark that an intermediate point is not asymptotically stable in Π. Indeed,
then, it would be an isolated point in Π. Joining A with A+ by a line segment,
we find that along this segment, in the direction from A to A+, function V (A)
decreases. If we take a point A0 �= A lying on this segment, then V (A0) < V (A)
and, therefore, the solution of system (1.5) with initial point A0 and corresponding
value T cannot be attracted to A, T , since V (A) is decreasing along the trajectories
of system (1.5).

Equations (2.13) define a face of the balance polyhedron Π. The face (2.13) on
which equation (2.2) is satisfied will be referred to as a stationary face. If it is not
a part of another stationary face, we shall call it a maximum stationary face.

Let (2.13) be a maximum stationary face. Let us denote it by Π0. We shall
require the following condition.

Condition 1. There exists a vector µ such that

(2.14) (µ,A−A) > 0

for all A ∈ Π0, A /∈ Π0, A ∈ Π, and

(2.15) µΓΦ(A, T ) � 0

in some neighborhood of face Π0 in Π and corresponding T .

Condition 1 is the condition mentioned in the Introduction. If this condition
is satisfied in the homotopy process, then a wave cannot be “attracted” to an
intermediate stationary point. This will be proved in §2.4.

The following condition, more suitable for explicit verification, is sufficient for
Condition 1 to be satisfied:

Condition 1
′
. There exists a vector µ such that µk > 0 for k = kj (j =

1, . . . , s), µk = 0 for k �= kj (j = 1, . . . , s), and

(2.16) µΓ � 0.

It is not difficult to show that if an intermediate stationary point is isolated in
Π and if inequalities (2.5) are satisfied, then Condition 1 holds for this stationary
point. If the reactions are independent (r = n), then Condition 1′ holds for the
intermediate isolated stationary points, where satisfaction of inequalities (2.5) is no
longer required. We can point out several other examples in which Condition 1 is
satisfied. The question as to whether this condition is satisfied for all intermediate
points in reactions for which (1.10) holds remains open for the present.

In certain cases intermediate stationary points do not exist. Then, naturally,
Condition 1 is not needed. This is the case, for example, when r =m, i.e., the rows
of matrix Γ are linearly independent. Then, under the above assumption that the
stationary point A+ is isolated, it is a unique stationary point.

2.2. Reduction to a locally monotone system. We show that by a linear
change of the variables A and T system (1.2) can be reduced to a locally monotone
system (see §2.7 of Chapter 3).
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Let us make the change of variables

(2.17) u = BÂ, θ =
T+ − T
T+ − T− ,

where Â is given by equation (2.6) and matrix B is defined as in (2.12). The
equation for Â has, by virtue of (1.2), the form

(2.18) dÂ′′ + cÂ′ + Γ̂Φ(A, T ) = 0,

where Γ̂ is the matrix appearing in (2.4). From this and from (1.2) we obtain, upon
using equations (2.17) and (2.12),

(2.19)
du′′ + cu′ −KΦ(u, θ) = 0,

κθ′′ + cθ′ − (q,Φ(u, θ)) = 0.

Here, to avoid introducing new notation, we have denoted function Φ(A, T ) by
Φ(u, θ), where A is expressed in terms of u through the relations

(2.20) Â = B−1u, Ã = RB−1u+ Ã+

(see (2.6) and (2.7)), and T is expressed in terms of θ in accordance with equa-
tion (2.17); the quantity q/(T+ − T−) is again denoted by q (in what follows only
the last value q will be used).

According to (1.4), conditions at the infinities in the new variables have the
form

(2.21)
u(+∞) = 0, θ(+∞) = 0,

u(−∞) = u−, θ(−∞) = 1,

where

(2.22) u− = BÂ−.

Denoting by ki(θ) the function ki(T ) in which T is expressed in terms of θ according
to (2.17), we shall have, in place of (1.34) of Chapter 8,

(2.23)
ki(θ) = 0 for θ � θ∗,
ki(θ) > 0 for θ < θ∗,

i = 1, . . . , n,

where θ∗ is some number:

(2.24) 0 < θ∗ < 1.

Under the assumptions made, function Φ(u, θ) vanishes at the stationary points
given by equation (2.21):

(2.25) Φ(0, 0) = 0, Φ(u−, 1) = 0.

In the new variables equation (1.7) has the form

(2.26) ( p, u−) = 1,

where vector p is defined by the equation

(2.27) pK = q.

Equation (2.26) can also be obtained directly from system (2.19), upon multiplying
the equation for u by p, subtracting from the equation for θ, and integrating.
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Matrix B appearing in (2.12) is selected nonuniquely. It is easy to show that
it can be selected so that vector p appearing in (2.27) is a positive vector if q > 0.

Thus, the change of variables (2.17) has led to the system (2.19), which is
locally monotone (in the sense of the definition given in §2.7 of Chapter 3) in the
domain where A > 0 provided that thermal effects of the reactions are positive.
Indeed, for θ < θ∗ we have Φ(u, θ) > 0 and, therefore, the sources in system (2.19)
are negative. When θ � θ∗, the sources vanish.

2.3. Change of source. To apply the Leray-Schauder method it is necessary
to change the source in system (2.9) so that at the stationary points u = 0, θ = 0
and u = u−, θ = 1 the linearized source will have eigenvalues in the left half-plane.
This is done by introducing a small parameter ε > 0 with a subsequent approach
to a limit as ε→ 0.

Instead of the function Φi given by equations (1.3), (2.1), we specify the
functions

Φεi (A, T ) = ki(T )A
µi1
1 × · · · ×Aµim

m gεi (A)

that are obtained as follows. If νik > 1, then instead of Aνik

k we substitute the
function Ak(ε + Ak)νik−1. The factor (ε + Ak)νik−1 is included in the function
gεi (A). Thus the functions Φεi (A, T ) have the same form as the functions Φi(A, T ),
and the following conditions are satisfied:

µik = 1 for aik > 0, µik = 0 for aik = 0.

Functions Φεi (u, θ) are determined from the functions Φεi (A, T ), as above, with the
aid of the substitutions (2.17) and (2.20). Obviously, for ε = 0 we obtain the initial
functions.

Next, we change the source in a neighborhood of the point u−, 1. To do this,
we introduce a smooth function ω(ξ) of the real variable ξ satisfying the conditions:

ω(ξ) =
{

1 for ξ < δ/2,
0 for ξ > δ,

ω′(ξ) < 0 for δ/2 < ξ < δ. Here δ is a sufficiently small number. Instead of (2.19)
we consider the system

du′′ + cu′ + f(u, θ) = 0,(2.28)

κθ′′ + cθ′ + g(u, θ) = 0,(2.29)

where

f(u, θ) = −KΦε(u, θ) + εω(|u− − u|)(u− − u),(2.30)

g(u, θ) = ( p, f(u, θ))− εθ + ε( p, u);(2.31)

here vector p is defined by equation (2.27).
We also change matrix Γ, replacing βik by βik + ε.
Obviously, for ε = 0 system (2.28), (2.29) coincides with the initial sys-

tem (2.19). System (2.28), (2.29) is considered with the conditions (2.21) at the
infinities. It is readily verified that at the points u = 0, θ = 0 and u = u−, θ = 1
the linearized source has all eigenvalues in the left half-plane (see Proposition 2.2
of §2.1).
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2.4. Case of equal transport coefficients (κ = d). In this section we shall
prove existence of waves in the case κ = d. Results of this section will be used
later on. Proof of the existence of waves will be carried out by the Leray-Schauder
method in a way analogous to that used in Chapter 3. The difference consists in
the fact that the system considered in Chapter 3 was locally monotone over the
whole interval [0, u−], whereas the system considered here is locally monotone only
in that part of the interval where the concentrations Ak are positive. Therefore we
need to separate solutions monotone with respect to u and positive with respect to
A. A priori estimates will be obtained for such solutions.

In the case κ = d the temperature θ can be eliminated from system (2.28). To
do this, we multiply (2.28) by p and subtract from (2.29). Letting

y(x) = θ(x)− ( p, u(x)),

we obtain the equation
dy′′ + cy′ − εy = 0.

From (2.21) we obtain, taking into account (2.26),

y(+∞) = 0, y(−∞) = 0.

Consequently, y(x) ≡ 0, i.e.,
θ(x) = ( p, u(x))

for all x. We substitute this expression into system (2.28). Setting

(2.32) ϕ(u) = f(u, ( p, u)),

we obtain the system

(2.33) du′′ + cu′ + ϕ(u) = 0

with the following conditions at the infinities:

(2.34) u(+∞) = 0, u(−∞) = 1.

2.4.1. Homotopy. Homotopy is made for an arbitrary sufficiently small fixed
ε > 0, and, then to prove existence of a wave for ε = 0 we pass to the limit with
respect to ε. It is convenient to describe a homotopy starting from a given system,
and moving it to a model system. The existence proof will be carried out in the
reverse direction of the homotopy, since here a domain must be constructed along
whose boundary a rotation is calculated in the application of the Leray-Schauder
method. The homotopy is carried out in three steps.

First step. We perform a localization of the source in a neighborhood of the
stationary points 0 and u−. Homotopy of the source is given by the equation

(2.35)
ϕ1τ (u) =− [τ + (1 − τ)ω(|u|)]KΦε(u, θ)

+ εω(|u− − u|)(u− − u) (0 � τ � 1).

Here, and later in this section, we use the notation

(2.36) θ = ( p, u).

Thus the system considered has the form

(2.37) du′′ + cu′ + ϕ1τ (u) = 0,
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where, for τ = 0, the source has the form

(2.38) ϕ10(u) = −ω(|u|)KΦε(u, θ) + εω(|u− − u|)(u− − u).

Second step. Before describing the second stage of the homotopy, we note,
by virtue of the assumptions, indicated above, connected with isolatedness of the
stationary point u = 0, that the source has the form

Φεi (A, T ) = ki(T )A
µir+1
r+1 × · · · ×Aµim

m gεi (A)Ai (i = 1, . . . , r).

In accordance with this we make the following homotopy of the source

(2.39)
Φεiτ (A, T ) = [(1− τ) + τki(T )Aµir+1

r+1 × · · · ×Aµim
m gεi (A)] ×Ai (i = 1, . . . , r),

(2.40) Φεiτ (A, T ) = τΦ
ε
i (A, T ) (i = r + 1, . . . ,m).

Thus, for τ = 1 the source Φεiτ coincides with the initial source, and for τ = 0 it
has the form

(2.41) Φεi0(A, T ) = Ai (i = 1, . . . , r), Φεi0(A, T ) = 0 (i > r).

The source ϕ10(u) is homotopied as follows:

(2.42) ϕ2τ (u) = −ω(|u|)KΦετ(u, θ) + εω(|u− − u|)(u− − u) (0 � τ � 1).

Under such a homotopy the source coincides with (2.38) for τ = 1. For τ = 0 it has
the form

(2.43) ϕ20(u) = ω(|u|)BΓ0B
−1u+ εω(|u− − u|)(u− − u).

The third step consists in effecting a homotopy of matrices B and Γ0 according
to the formulas

(2.44) Γτ = Γ0τ + (τ − 1)E, Bτ = Bτ + (τ − 1)(Γτ )−1.

Here we obviously have

(2.45) Bτ > 0, BτΓτ < 0.

The source has the form

(2.46) ϕ3τ (u) = ω(|u|)BτΓτ (Bτ )−1 + εω(|uτ− − u|)(uτ− − u),

where

(2.47) uτ− = Bτ Â−.

The relationship between variables u and A is given by the equations

(2.48) u = Bτ Â, Ã = RÂ+A+.

Thus, for τ = 0 we have

(2.49) ϕ30(u) = −ω(|u|)u+ εω(|u0− − u|)(u0− − u).

Thus, in the homotopy process we obtain the system

(2.50) du′′ + cu′ + ϕiτ (u) = 0 (i = 1, 2, 3; 0 � τ � 1)
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with the conditions

(2.51)
u(+∞) = 0, u(−∞) = ui,τ− (i = 1, 2, 3),

ui,τ− = u− for i = 1, 2; ui,τ− = uτ− for i = 3.

2.4.2. Separation of solutions monotone with respect to u and positive with
respect to A. We show that there exists a positive number ρ such that

(2.52) ‖uM − uN‖µ � ρ.
Here uM (x) is an arbitrary solution of system (2.50) for i = 1, 2, 3, 0 � τ � 1,
strictly monotone with respect to x, such that the corresponding concentrations
A(x), given by equations (2.20), are positive; uN(x) is an arbitrary solution of
system (2.50) not possessing these properties. We remark that in inequality (2.52)
uM and uN can correspond to different τ and i.

We shall use the a priori estimate

(2.53) ‖uM − ψ‖µ � R
for all the indicated solutions uM ; this estimate will be obtained below (§2.4.3). The
constant R is independent of uM ; ψ is the function introduced in §1 of Chapter 2.

Suppose that the indicated number ρ does not exist. Then we have a sequence
τk → τ0 of values of parameter τ for some i = 1, 2, 3 and sequences ukM and ukN ,
such that

(2.54) ‖ukM − ukN‖µ → 0

as k → ∞. Here ukM is the solution of system (2.50) corresponding to τ = τk in
which c = ck, where ck = c(ukM ) is a value of the functional introduced in §1 of
Chapter 2.

It follows from the a priori estimate (2.53) that the sequence ukM is weakly
compact in W 1

2,µ and we can therefore assume it converges weakly to some element
u0 − ψ. By virtue of the fact that ukM is a solution of system (2.50), we find, based
on estimates of operators from below (see §1 of Chapter 2), that ukM − ψ converges
strongly to u0 − ψ.

Thus

(2.55) ‖ukM − u0‖µ → 0.

Since ukM are solutions of system (2.50) and there are a priori estimates (uniform
with respect to τ) of the first and second derivatives (see §2 of Chapter 3), it follows
that ukM → u0 in C1. It also follows from (2.55) that ck → c0 = c(u0). Thus, u0(x)
is a solution of (2.50) for τ = τ0, c = c0.

It follows from (2.54) and (2.55) that

(2.56) ‖ukN − u0‖µ → 0.

As was the case above, it may be proved that ukM → u0 in the C1-norm.
To proceed we require a lemma concerning strict positiveness of solutions.

Lemma 2.1. Consider the system

dkA
′′
k + cA

′
k + fk(A)Ak + gk(A) = 0 (k = 1, . . . ,m),

where A = (A1, . . . , Am), dk > 0, fk(A), gk(A) are smooth functions, gk(A) � 0 for
A � 0.
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Let A(x) be a smooth nonnegative solution of this system on the interval [a, b].
Then Ak(x) (k = 1, . . . ,m) are either strictly positive for x ∈ (a, b) or identically
equal to zero.

Proof. Suppose that Ak(x) � 0 and is not identically equal to zero. Consider
the parabolic equation

∂v

∂t
= dk

∂2v

∂x2
+ ck

∂v

∂x
+ fk(A)v + gk(A)

with initial condition

v|t=0 = Ak(x)

and boundary condition

v|x=a = Ak(a), v|x=b = Ak(b).

By the theorem about positiveness of solutions of parabolic equations, v(x, t) > 0.
Hence the assertion of the lemma follows since v(x, t) ≡ Ak(x). This completes the
proof of the lemma.

Let A0(x) be the function corresponding to the function u0(x) (see (2.20)).
Since it is the limit of positive functions, it is nonnegative. Using Lemma 2.1,
we show that it is strictly positive. To do this we write equations for A at each
homotopy step. At the first step it has the form

(2.57) dA′′ + cA′ + [τ + (1− τ)ω(|u|)]ΓΦε(A, T ) + εω(|u− − u|)(A− −A) = 0,

where T is expressed in terms of A in accordance with equations (2.20) and (2.36).
At the second homotopy step the equation for A has the form

(2.58) dA′′ + cA′ + ω(|u|)ΓΦετ (A, T ) + εω(|u− − u|)(A− −A) = 0,

where functions Φετ are given by equations (2.39) and (2.40).
At the third homotopy step we have

(2.59) dA′′ + cA′ + ω(|u|)Γτ1Â+ εω(|uτ− − u|)(A− −A) = 0,

where Γτ1 is a matrix of order m× r, the first r rows of which are formed by rows
of matrix Γτ and the last m− r rows by rows of the matrix RΓτ .

It is easy to see that equations (2.57) satisfy the conditions of Lemma 2.1. In
the systems (2.58) and (2.59) the first r of the equations, i.e., the equations for
A1, . . . , Ar, also satisfy the conditions of Lemma 2.1. Recall that the matrices Γ0
and Γτ have non-negative off-diagonal elements. The last m − r equations of sys-
tem (2.58) and (2.59) satisfy conditions of Lemma 2.1 outside of a δ-neighborhood
of the point u = 0. Thus we have established positiveness of the function A0(x).

We show that function u0(x) is strictly monotone. It is monotone (possibly,
non-strict) as the limit in C1 of monotone functions. Strict monotonicity of the
function u0(x) follows from the lemma of §2.7 of Chapter 3 since the conditions of
this lemma are satisfied along solutions u(x) for positive A(x).
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Consider now the sequence ukN (x). We show that for sufficiently large k the
corresponding functions Ak(x) are positive. Suppose this not to be the case. Then
there exists a sequence xk such that

(2.60) Aki (xk) � 0

for some i and for some subsequence of values k. Introducing new indexing, we can
assume that this holds for all sufficiently large k.

We consider first the case in which {xk} is a bounded sequence. We can then
assume that xk → x0. Since the sequence Aki (x) converges uniformly to A0

i (x), we
then arrive at a contradiction with the strict positiveness of function A0

i (x).
If xk → −∞ along some subsequence, we then arrive at a contradiction since

A−
i > 0.

It remains to consider the case in which xk → +∞ along some subsequence.
Obviously, the functions Aki (xk) (i = r+1, . . . ,m) are positive for sufficiently large
k by virtue of the positiveness of A+

i for i = r + 1, . . . ,m. Consider the functions
Aki (x) for i � r. To this end, we consider equations (2.57)–(2.59) with respect
to Â in a sufficiently small neighborhood of point Â = 0. From the equation
u = Bτ Â and the boundedness of matrix Bτ we conclude, for sufficiently small
|Â|, that ω(|u|) = 1, ω(|uτ− − u|) = 0. Consequently, for sufficiently small |Â| the
equations (2.57)–(2.59) for Â take the form

(2.61) dÂ′′ + cÂ′ + Γ̂Φετ (A, T ) = 0

at the first and second steps of the homotopy and

(2.62) dÂ′′ + cÂ′ + Γ̂τ Â = 0

at the third step of the homotopy. Let

Mτ = (Γ̂Φετ (A, T ))
′
bA

∣∣∣
bA=0
.

The matricesMτ have nonnegative off-diagonal elements and their eigenvalues with
maximal real parts are negative. Matrix Γτ possesses this very same property;
this follows directly from its form (2.44). We can use Lemma 5.3 of Chapter 4,
by virtue of which there exists a number x = x, such that if solutions Â(x) of
system (2.61), (2.62) satisfy conditions Â(x) > 0, Â(+∞) = 0, we then have the
inequality Â(x) > 0 for all x > x.

Indeed, consider first the equation (2.61) and let Ψτ (Â) = Γ̂Φετ (A, T ). Then
Ψ′
τ bA

for Â = 0 has positive off-diagonal elements. Let us set

B(x) =
∫ 1

0

Ψ′
τ bA

(tÂ) dt,

so that Ψτ (Â) =B(x)Â. To the system written in this way we now apply Lemma 5.3
of Chapter 4. It is easy to see that x can be chosen uniquely for all τ .

For system (2.62) matrix Γτ has positive off-diagonal elements for all τ > 0.
When τ = 0 it is equal to −E, but it is easy to see that the assertions of Lemma 5.3
of Chapter 4 are valid even in this case.

By virtue of the fact that Â 0(x)> 0 and Ak(x) converges to Â 0(x), we conclude
that for sufficiently large k the inequality Â k(x)> 0 holds. Since the function Â k(x)
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satisfies system (2.61) or (2.62) for some τ , it then follows from this that Â k(x) > 0
for x > x for all sufficiently large k. But this contradicts inequality (2.60) for x > x.

Thus we have shown that functions Ak(x), corresponding to sequence ukN (x),
are positive for all sufficiently large k. Hence, according to the definition of the
functions ukN(x), it follows that they cannot be monotone. This means that there
exists a sequence xk such that

(2.63) (ukNi(x))
′ = 0

for some i (here, and in what follows, we have in mind a possible transition to
subsequences).

Sequences xk cannot be bounded since (ukNi(x))
′ → u0′(x) uniformly and u0(x)

is a strictly monotone function. Let

(2.64) xk → +∞.

We assume that x0 is so large that u0(x0) lies in a δ-neighborhood of the point
u = 0. This is then the case also for ukN(x) for sufficiently large k. For |u| < δ the
functions ϕiτ (u) appearing in equation (2.50) are negative for those u to which there
correspond positive A. Therefore ϕiτ (u

k
N (x)) are negative for x > x0 and sufficiently

large k. For xk > x0 it follows from (2.63) that xk is a minimum point of the
function ukNi(x), more precisely, uk′′Ni(xk) > 0. This follows from equation (2.50) in
view of the negativeness of ϕiτ (u). We note that ukNi(x) > 0 since u(x) = BτA(x),
A(x)> 0, Bτ > 0. Since ukNi(x)→ 0 as x→∞, for some x > xk the function ukNi(x)
attains a maximum, which leads to a contradiction in signs in equation (2.50). This
contradiction implies that (2.64) cannot be valid.

It remains only to consider the case

(2.65) xk → −∞.

Let x∗ be such that u0(x) lies in a δ/3-neighborhood of point uτ0− for x < x∗.
Recall that τ0 is the value of τ for which u0(x) satisfies system (2.50) (for i = 1, 2,
uτ0− = u−). In a δ/2-neighborhood of point uτ− equations (2.50) take the form

(2.66) du′′ + cu′ + ε(uτ− − u) = 0.

For sufficiently large k and x < x∗, function ukN (x) lies in a δ/2-neighborhood of
point uτk

− , where τk is that value of τ for which ukN(x) satisfies equation (2.50).
This follows from the uniform convergence of ukN (x) to u

0(x) over the whole x-axis.
Thus ukN (x) is a solution of equation (2.66) for τ = τk. By virtue of (2.63) ukNi(x)
is a constant for all x < x∗. This contradicts the strict monotonicity of function
u0(x).

The contradiction obtained establishes the validity of the statement made at
the beginning of this section concerning the existence of a number ρ such that
inequality (2.52) is valid.

2.4.3. A priori estimates. Here we shall obtain a priori estimates of solutions of
system (2.50), monotone with respect to x, and such that the corresponding func-
tions A(x) are positive. Monotonicity of the solutions implies boundedness in the
C-norm. To obtain estimates in the space W 1

2,µ we need to obtain, as in Chapter 3,
a priori estimates of the speed, uniform estimates of solutions in neighborhoods of
points 0 and u−, and also to prove that outside of these neighborhoods the solution
is found on a uniformly bounded interval with respect to x. The question concerns
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estimates, uniform with respect to τ , in the spaceW 1
2,µ for fixed (sufficiently small)

ε > 0.
Uniform exponential estimates in neighborhoods of points 0 and u− are ob-

tained by the usual methods. They result from the fact that matrices obtained by
linearization of the sources ϕiτ at these points have eigenvalues with negative real
parts.

Consider now the question concerning boundedness of the interval with respect
to x on which the solution is found outside of these neighborhoods. Violation of
such boundedness is only possible in case the solution “is attracted” to interme-
diate stationary points u of a kinetic system (see Lemma 2.5 and Lemma 2.8 of
Chapter 3). The latter means that corresponding trajectories of the first order
system

w′ = p, ap′ = −cp− F (w)

are attracted to the point (u, 0).
Stationary points of a kinetic system can be of two types:
1. Points at which

(2.67) ki(θ) > 0 (i = 1, . . . , n).

At these points Φi(u, θ) = 0 (i = 1, . . . , n). We note, by virtue of conditions (2.23),
that inequality (2.67) is equivalent to the inequality

(2.68) 0 � θ < θ∗.

In view of the notation (2.36), this means that we have the inequalities

(2.69) 0 � ( p, u) < θ∗.

2. Points at which

(2.70) ki(θ) = 0.

This applies when

(2.71) ( p, u) � θ∗.

We consider stationary points of the first kind for which Condition 1 is satisfied
(see §2.1). Let this be the point A. We consider only the first homotopy step
since at the remaining steps there are no intermediate stationary points of the first
kind. We show that in the homotopy process solution A(x) cannot be attracted to
stationary point A. Let us assume the contrary. Then there exists a sequence τk,
and also a sequence of solutions Ak(x) and a sequence of points xk, such that

(2.72) Ak(xk)→ A.

Here Ak(x) is a solution of system (2.57) for τ = τk. Without loss of generality, we
can assume that τk → τ0.
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Consider the function

(2.73) yk(x) = (µ,Ak(x)−A),

where µ is a vector appearing in Condition 1. From (2.72) it follows that yk(xk)→ 0.
Further, by virtue of Condition 1, we have

(µ,A+ −A) > 0, (µ,A− −A) > 0.

Thus, letting y+ = yk(+∞), y− = yk(−∞), we have

(2.74) y+ > 0, y− > 0.

Consequently, for all sufficiently large k, functions yk(x) reach the smallest value
at some finite point ξk. If this point is not one, we then understand ξk to be the
point furthest to the left. By virtue of Condition 1, yk(ξk) � 0 and therefore

(2.75) yk(ξk)→ 0.

Consider the sequence Ak(ξk). Without loss of generality, we can assume it is
convergent: Ak(ξk) → A∗ as k → ∞. Consequently, by virtue of (2.75) we have
(µ,A∗ −A) = 0, and, therefore, on the basis of Condition 1, point A∗ belongs to a
stationary face Π0. From (2.57) it follows that yk is a solution of the equation

(2.76)
dyk

′′
+ cyk

′
+ [τk + (1− τk)ω(|uk|)]µΓΦε(Ak, T k)

+εω(|u− − uk|)(y− − yk) = 0,

where uk corresponds to Ak. Noting that ξk is the left-most point of the minimum
of function yk(x), we obtain a contradiction in signs in equation (2.76) since, by
virtue of Condition 1, for sufficiently large k the source in it is negative. In fact,
letting zk(x) = yk(x)−yk(ξk), w(x) = (x−ξ)2, where ξ < ξk and ξk−ξ is sufficiently
small, we obtain, upon multiplying (2.76) by w and integrating by parts,∫ ξk

ξ

[2d− 2c(x− ξ)]zk(x) dx � 0.

This is not possible since zk(x) � 0, zk(x) �≡ 0. The contradiction obtained shows
that when Condition 1 is satisfied solution A(x) cannot be attracted to stationary
point A.

We consider stationary points of the second kind, i.e., points in which equa-
tion (2.70) is satisfied. We assume that the thermal effects qi are positive (thermal
effects of different signs will be considered below). Consider first the first homotopy
step. If the solution is attracted to an intermediate stationary point, then there
exist two solutions u(1)(x) and u(2)(x) of system (2.50) for i = 1, satisfying the
following conditions at the infinities:

lim
x→∞

u(1)(x) = u(1), lim
x→−∞

u(1)(x) = u−,

lim
x→∞

u(2)(x) = 0, lim
x→−∞

u(2)(x) = u(2) �= u−,

where ( p, u(1)) � θ∗. In view of the monotonicity of u(1)(x) and the positiveness
of vector p, we have the inequality ( p, u(1)(x)) � θ∗, from which it follows that
ϕ1τ (u

(1)(x)) = 0 for sufficiently large x, and we find, by virtue of Lemma 2.8 of
Chapter 3, that c > 0. Similarly, considering solution u(2)(x), we obtain c < 0,
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which leads to a contradiction. In the second and third steps of the homotopy we
also arrive at a contradiction in signs of the speed on the basis of Lemma 2.8 of
Chapter 3.

Thus, we have shown that when Condition 1 of §2.1 is satisfied, and assuming
thermal effects to be positive, the interval with respect to x, outside of neighbor-
hoods of points 0 and u−, on which the solution is found is bounded.

A priori estimates of the speed can be obtained in a manner similar to that
used in Chapter 3. But, for the case in question, this can be done more simply if
we take into account the existence of a domain in the interval [0, u−], separating
the points 0 and u−, where the source ϕiτ (u) vanishes identically. Indeed, let x1
and x2 be such that |u− − u(x1)| = δ, |u− − u(x2)| = δ + ρ, where ρ is chosen so
that ϕiτ (u) = 0 for δ � |u− − u| � δ + ρ. Then, by virtue of equation (2.50), we
have

d|u′(x2)− u′(x1)| = |c||u(x2)− u(x1)| � |c|ρ.

From this and from a priori estimates of derivatives (see Lemma 2.1 of Chapter 3)
we obtain an estimate of the speed c.

Thus, under the indicated assumptions, we have obtained an a priori estimate
of monotone solutions of system (2.50) to which there correspond positive A.

2.4.4. Existence of waves. To prove existence of a solution of system (2.19) with
boundary conditions (2.21), we first carry out such a proof for the system (2.28),
(2.29) with the modified source, and we then pass to the limit with ε→ 0.

To prove existence of a solution of system (2.28), (2.29) with conditions (2.21)
at the infinities, we apply the Leray-Schauder method, carrying out the previously
described homotopy (§2.4.1).

Consider system (2.50) for τ = 0, i = 3:

(2.77)
du′′ + cu′ − ω(|u|)u+ εω(|u0− − u|)(u0− − u) = 0,

u(+∞) = 0, u(−∞) = u0−.

The obtained model system differs from that presented in Chapter 3, and we
therefore treat it independently. A solution of this system has the form

(2.78) u(x) = y(x)u0−,

where y(x) is a scalar function satisfying the equation

(2.79)
dy′′ + cy′ − ω(|u0−||y|)y + εω(|u0−||1− y|)(1− y) = 0,

y(+∞) = 0, y(−∞) = 1.

As is well known (see [Kan 3, Fife 7] and Chapter 1), a monotone solution of such
an equation exists and is unique. Thus, a solution of system (2.77) exists. Its mono-
tonicity follows from (2.78). We show that a monotone solution of system (2.77)
is unique. Indeed, let u(x) be an arbitrary smooth solution of this system. Let
vi = ui/u0−i. Then vi satisfies the equation

(2.80)
dv′′i + cv

′
i − ω(|u(x)|)vi + εω(|u0− − u(x)|)(1 − vi) = 0,

vi(+∞) = 0, vi(−∞) = 1.

In view of the uniqueness of a solution of such a problem, all the vi(x) coincide
with one another, and, therefore, vi(x) = y(x), and u(x) has the form (2.78).
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System (2.77), linearized on the solution obtained, satisfies the condition for
Theorem 5.1 of Chapter 4. From this, as in Chapter 3, we find that a rotation of
the vector field of the operator corresponding to system (2.77) over a sufficiently
small ball with center at the stationary point considered is equal to one.

Function A(x) corresponding to the acquired solution u(x) of system (2.77) is
positive. By virtue of equation (2.48), for τ = 0 we have u(x) = Â(x). Positiveness
of Ã(x) follows from system (2.59) in view of the fact that Ã(x) is positive in a
δ-neighborhood of points 0 and u0− and outside of these neighborhoods the source
vanishes and the solution is found explicitly.

Thus we have constructed a domain containing all monotone solutions of system
(2.50) (more precisely, stationary points of the corresponding operator) to which
there correspond positive A(x). This domain contains no solutions not satisfying
the indicated conditions. A rotation of the vector field over the boundary of this
domain is equal to unity. Advancing with respect to parameter τ and carrying out
constructions similar to those in Chapter 3, we obtain for the initial system, using
a separation of solutions monotone with respect to u and positive with respect to
A, a finite collection of domains containing all solutions of the type indicated above
and containing no other solutions. A rotation of the vector field over the boundary
of this collection of domains is equal to unity. Existence of solutions of the initial
system that are monotone with respect to u and positive with respect to A follows
from this.

We have considered system (2.28), (2.29) for arbitrary sufficiently small ε > 0.
It remains now to take the limit as ε → 0. We note that for solutions of this
system there are a priori estimates in the C-norm, uniform with respect to ε, since
u(x) is monotone. Uniform estimates in the C1-norm (see §2 of Chapter 3) follow
from this, as well as uniform estimates of the speed (see §2.4.3). As in §2.4.3
it may be proved that solutions cannot be attracted to intermediate stationary
points. Therefore, considering trajectories of the corresponding first order system of
equations, we conclude that there exists a limiting trajectory joining the stationary
points (0, 0) and (u−, 0). Thus we have proved the existence of monotone solutions
of system (2.19) with conditions (2.21), to which there correspond positive A.

2.5. Additions to the theorem.
2.5.1. Thermal effects of different signs. In the theorem we considered the case

in which thermal effects were positive, i.e., q = (q1, . . . , qn)> 0. If these effects were
of different signs, then to obtain a priori estimates and to apply the Leray-Schauder
method we need to impose an additional condition, which we present below.

If vector q is not positive, then, in general, vector p is also not positive;
this vector is a solution of equation (2.27) and specifies a relationship between
temperature and concentrations in a wave: θ(x) = ( p, u(x)). Therefore, if for
positive thermal effects the temperature in the wave is monotone by virtue of
monotonicity of u(x), this can then not be the case for thermal effects of different
signs.

Multiplying equation (2.28) by p, we obtain an equation for θ(x):

dθ′′ + cθ′ − (q,Φ) + εω(|u− − u|)(1− θ) = 0,

θ(−∞) = 1, θ(+∞) = 0,

where (q,Φ) = 0 for θ � θ∗ and, by assumption, a δ-neighborhood of point u− lies
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in the half-space ( p, u) > θ∗. Therefore, by virtue of the equation, θ(x) � 1 for all
x.

We require that a positive number ε1 exist such that the following inequality
is satisfied:

(q,Φ(u, θ)) > 0 for θ∗ − ε � ( p, u) < θ∗,

where θ = ( p, u). Then, as is readily seen from the equation, function θ(x) is
monotone for θ � θ∗ − ε1. Similarly, it may be verified that this function is
monotone in this half-space in the entire homotopy process. Therefore, as was also
the case for positive thermal effects, the assumption that a solution is attracted
to an intermediate stationary point lying in the domain ( p, u) � θ∗ leads to a
contradiction in signs of the speed. In all other respects, the proof of existence of
solutions is carried out exactly as before.

2.5.2. Magnitude of cut-off of the source. It is well known that for stage com-
bustion processes a wave may not exist; instead, a collection of waves propagating
with various speeds can appear (see the supplement to Part III). This does not
contradict the theorem for the existence of waves, already proved. This noncorre-
spondence is associated with the presence of various time scales in which a process
is considered. In a number of cases the time for approach to a wave can be so large
that for a real process one cannot speak about the existence of a wave. Therefore,
a more precise description of a process can be obtained by changing somewhat a
premise concerning the source.

We consider, as an example, two independent reactions:

A1
k1−→ , A2

k2−→ .

We shall assume, in contrast to the case considered in the theorem, that the
functions ki(θ) vanish, generally speaking, for different temperatures θ = θi. The
system of equations for determination of a wave can be written in the form

du′′1 + cu
′
1 − k1(θ)u1 + εω(|u− − u|)(u−1 − u1) = 0,(2.81)

du′′2 + cu
′
2 − k2(θ)u2 + εω(|u− − u|)(u−2 − u2) = 0,(2.82)

u(−∞) = u−, u(+∞) = 0,(2.83)

where θ = p1u1 + p2u2, and pi are positive constants. We assume, for simplicity,
that u− = (1, 1).

Let us assume, for definiteness, that θ2 � θ1 and let us find the stationary
points of the kinetic system in the half-plane ( p, u) < θ1, different from u = 0 and
belonging to the interval [0, u−]. It is obvious that they must belong to the line
u1 = 0 and lie in the half-plane ( p, u) � θ2. Thus, if p2 < θ2, then there are no
such points. If θ2 � p2 < θ1, then these points fill out the interval [θ2/p2, 1] on the
axis of ordinates. If p2 � θ1, they then fill out the half-interval [θ2/p2, θ1/p1) on
this same axis.

In case p2 < θ2 or p2 � θ1, a solution of system (2.81), (2.82) with the boundary
conditions (2.83) always exists. To prove this, we construct a homotopy of function
kτ1 (θ) in such a way that when τ = 0 it coincides with k1(θ) and vanishes for θ = θτ1 ,
where θτ1 = τθ2 + (1 − τ)θ1, 0 � τ � 1. A priori estimates of monotone solutions
can be obtained here, as was done in the proof of the theorem.
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Let θ1 > p2 � θ2. In this case there exist solutions of system (2.81), (2.82) of
the form

u1(x) ≡ u1(x), u2(x) ≡ 1, u1(−∞) = 1, u1(+∞) = 0,

u1(x) ≡ 0, u2(x) ≡ u2(x), u2(−∞) = 1, u2(+∞) = 0.

Here ui(x), i = 1, 2, are waves described by the corresponding scalar equation. We
denote their speeds by c1 and c2, respectively. We note that for p2 = θ2 the solution
u2(x) is not unique: such solutions exist for all c � c2, where, in the given case,
wavespeed c2 is minimal in absolute value (c2 < 0). For ε = 0, c1 < 0. For small
positive ε speed c1 changes very little, and, in what follows, the dependence of c1
on ε will, for simplicity of exposition, not be taken into account.

We show that for c2 < c1 there exists a wave satisfying conditions (2.83). To do
this, we carry out the homotopy of function kτ1 , described above, with the additional
assumption that kτ1 (θ) � k1(θ) for 0 � τ � 1. It is easy to verify here that if the
wave uτ1 exists, then its speed satisfies the inequality cτ1 � c1. We need to show that
in the homotopy process the solution cannot be attracted to intermediate points
filling out the interval [θ2/p2, 1] of the axis of ordinates. (Otherwise, proof for the
existence of a wave does not change.) If this assertion does not hold, then for some
τ and c there exist solutions v(1)(x) and v(2)(x) of system (2.81), (2.82) for which
v(1)(−∞) = u−, v(1)(+∞) = v(1), v(2)(−∞) = v(2), v(2)(+∞) = 0, where points
v(i), i= 1, 2, belong to the indicated interval. We can show that v(1) = v(2). Indeed,
if this is not the case and v(2)2 < v

(1)
2 , then for a sequence of prelimiting solutions

u(k)(x) there exist sequences x(1)k and x(2)k , for which

u(k)(x(i)k )→ v(i), u(k)
′
(x(i)k )→ 0.

(If v(2)2 = θ2/p2, then, instead of the point v(2), it is better to consider the
point 0.5(v(1) + v(2)) for which such a sequence of values x also exists.) Since
( p, u(k)(x(i)k )) > θ2 for large k, it then follows from equation (2.82) that

d[u(k)
′

2 (x(2)k )− u(k)
′

2 (x(1)k )] + c[u(k)2 (x(2)k )− u(k)2 (x(1)k )] = 0,

which leads to a contradiction as k → ∞ (c �= 0). Thus we have shown that
v(1) = v(2).

From the inequality cτ1 > c2 it follows that v(1) cannot coincide with the point
(0, 1) (otherwise, cτ1 = c2). If v(1) coincides with some other point of the interval
[θ2/p2, 1] of the axis of ordinates, then from equation (2.82) and Lemma 2.6 of
Chapter 3, for the solution v(1)(x) we find that c > 0, and for the solution v(2)(x)
we find that c < 0. The resulting contradiction shows that the solution cannot be
attracted to stationary points on the axis of ordinates. The remaining part of the
proof of the existence of waves is the same.

Further, we can show that for c2 � c1 no monotone solution of system (2.81),
(2.82) with the conditions (2.83) exists. Without going into the details of the proof,
we merely indicate its general nature. If the solution indicated above exists, it is
then sufficient to construct a homotopy, in the process of which it cannot disappear
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and which converts the initial system into a model system for which such solutions
do not exist. As such a homotopy, we can take a homotopy kτ2 (θ), for which

k02(θ) ≡ k2(θ), kτ2 (θ) � k2(θ)
and the value of θτ2 , for which the function kτ2 vanishes, decreases monotonically.
Then cτ2 > c2 � c1 for τ > 0.

Let F τi denote a nonlinear source in the equation for uτi (x). It is readily verified
that for sufficiently small ε we have the estimate∫ 1

0

F τ1 (u1, u2(u1)) du1 < −m1

for an arbitrary monotone function u2(u1) (u2(0) = 0, u2(1) = 1), where m1 is a
positive constant (F τ1 ≡ F1). By virtue of the estimate∫ −∞

+∞
[uτ

′

1 (x)]2dx � m2,

where m2 is a constant which estimates |uτ ′1 (x)| from above (Lemma 2.1 of Chap-
ter 3), we obtain an estimate of the speed cτ independent of τ : cτ � −m1/m2

(Lemma 2.6 of Chapter 3). On the other hand, for σ > 0 arbitrarily small, for
sufficiently small θτ2 , we have∫ 1

0

F τ2 (u1(u2), u2) du2 � −σ

for an arbitrary monotone function u1(u2) (u1(0) = 0, u1(1) = 1). In a domain
where function F τ2 is identically zero, equation (2.82) may be solved explicitly, which
makes it possible, upon taking into account the acquired estimate from above of
the speed cτ , to obtain the estimate∫ +∞

−∞
[uτ

′

2 (x)]2dx � k,

where k is a positive constant independent of τ . By virtue of Lemma 2.6 of
Chapter 3 we obtain an estimate of speed cτ � −σ/k, which, for small σ, leads to
a contradiction with the estimate obtained earlier.

We have thus shown that for c2 � c1 a monotone wave cannot exist.
Above we have considered the case θ2 � θ1. If θ2 > θ1 and θ1 � p1 < θ2, then

there exist solutions of system (2.81), (2.82) of the form

u1(x) ≡ 1, u2(x) ≡ u3(x), u2(−∞) = 1, u2(+∞) = 0,

u1(x) ≡ u4(x), u2(x) ≡ 0, u1(−∞) = 1, u1(+∞) = 0.

Here ui(x), i = 3, 4, are waves described by the corresponding scalar equation. We
denote their speeds by c3 and c4, respectively.

As was done above, it can be proved that for c3 > c4 a monotone solution of
system (2.81), (2.82) with conditions (2.83) exists; for c3 � c4 such a solution does
not exist.

We return now to a discussion of various interpretations of the existence of
a wave. We note that Arrhenius temperature dependencies are often taken as
the functions ki(θ). For large activation energies behavior of the process depends
weakly on the size of the cut-off in the source. Therefore, in a mathematical model
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the size of the cut-off can be specified to a sufficient degree arbitrarily and the
result will depend on this weakly. Thus, if in the example considered above we
have c2 > c1 and θ2 < p2 < θ1, then a wave with the conditions (2.83) does not
exist. If θ1 = θ2 > p2 exists, but the corresponding trajectories of the system

w′ = p, ap′ = −cp− F (w)

pass close to the singular point u = (0, 1), p = (0, 0), then the distance between
localized zones of the reaction is so large that in real time it is not the propagation
of one wave that is observed, but the propagation of two waves with speeds c1 and
c2.

If we consider a wave as an intermediate asymptotics for a source without cut-
off [Baren 4], then for the latter the same conclusions remain valid in the example
considered: if c2 � c1 or c4 � c3, then a wave with the conditions (2.83) does not
exist. If c2 < c1 and c4 < c3, then such a wave does exist. These conclusions are in
agreement with known results for combustion processes.

2.6. Existence of waves in the absence of equality of transport coef-
ficients. Here we establish the existence of waves, i.e., solutions of system (2.19)
with boundary conditions (2.21), without assuming that κ = d. In the proof we
employ the Leray-Schauder method, wherein we apply a homotopy to the system
in which κ = d and then make use of the results of the preceding section.

2.6.1. Homotopy. The homotopy will be carried out in three steps. First we
consider ε positive and sufficiently small. This is then followed by a limiting
approach with ε→ 0.

First step. System (2.28), (2.29) is reduced to a system with κ = d. The
homotopy has the form

du′′ + cu′ + f(u, θ) = 0,(2.84)

κτθ
′′ + cθ′ + g(u, θ) = 0,(2.85)

where f and g are given by equations (2.30), (2.31), κτ = (1− τ)d+ τκ, 0 � τ � 1.
Second step. In function f(u, θ) we replace θ by τθ+(1− τ)( p, u). The system

takes the form

du′′ + cu′ + f τ (u, θ) = 0,(2.86)

dθ′′ + cθ′ + gτ (u, θ) = 0,(2.87)

where

f τ (u, θ) = f(u, τθ + (1 − τ)( p, u)),
gτ (u, θ) = ( p, f τ(u, θ))− εθ + ε( p, u).

For τ = 0 we have the system (see (2.33)):

du′′ + cu′ + ϕ(u) = 0,(2.88)

dθ′′ + cθ′ + g0(u, θ) = 0,(2.89)

where

(2.90) g0(u, θ) = ( p, ϕ(u))− εθ + ε( p, u),
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with the conditions

u(+∞) = 0, u(−∞) = u−,(2.91)

θ(+∞) = 0, θ(−∞) = 1.(2.92)

As a result of the homotopy, we have arrived at system (2.88) considered in §2.4,
independent of θ, and at equation (2.89) for θ.

Third step. We carry out a homotopy of system (2.88) in exactly the same
way as was done in §2.4.1. All three steps of the homotopy, described therein, are
presented in the form (2.50), (2.51). In accordance with this, we have the system

du′′ + cu′ + ϕiτ (u) = 0 (i = 1, 2, 3; 0 � τ � 1),(2.93)

dθ′′ + cθ′ + giτ (u) = 0,(2.94)

where

(2.95) giτ (u) = ( p, ϕiτ (u))− εθ + ε( p, u),

with the conditions

u(+∞) = 0, u(−∞) = ui,τ− ,(2.96)

θ(+∞) = 0, θ(−∞) = ( p, ui,τ− ).(2.97)

We note that equation (2.94) for u, substituted from (2.93), is linear with
respect to θ. At the second and third steps of the homotopy we have

(2.98) θ(x) = ( p, u(x)).

2.6.2. Model system. As a result of the homotopy we have arrived at system
(2.93), (2.94) for i = 3, τ = 0. It has the form

du′′ + cu′ + ϕ30(u) = 0,(2.99)

dθ′′ + cθ′ + ( p, ϕ30(u))− εθ + ε( p, u) = 0,(2.100)

where ϕ30(u) is given by equation (2.49) with the conditions

u(+∞) = 0, u(−∞) = u0−,(2.101)

θ(+∞) = 0, θ(−∞) = ( p, u0−).(2.102)

As was shown in §2.4.4, problem (2.99), (2.101) has a unique monotone solution
u(x) to which there corresponds a positive A(x). The solution of problem (2.100),
(2.102) is obtained from formula (2.98). Thus, problem (2.99)–(2.102) has a unique
solution, monotone with respect to x, to which there corresponds a positive A(x).
We note, in view of the positiveness of vector p, that function θ(x) given by equation
(2.98) is also monotone.

Consider the spectrum of the corresponding linearized problem

dũ′′ + cũ′ +B(x)ũ = λũ, ũ(±∞) = 0,(2.103)

dθ̃′′ + cθ̃′ + ( p,B(x)ũ)− εθ̃ + ε( p, ũ) = λθ̃, θ̃(±∞) = 0,(2.104)

where
B(x) = [ϕ30(u(x))]

′
u.

We note that the matrices, obtained by linearization of the source, have, in the limit
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as x → ±∞, all eigenvalues with negative real part. Therefore, problem (2.103),
(2.104) has, in the half-plane Reλ � 0, a discrete spectrum. Further, it follows
from (2.103), (2.104) that function z = θ̃ − (p, ũ) satisfies the equation

dz′′ + cz′ − εz = λz, z(±∞) = 0.

For Reλ � 0 we obtain z(x) ≡ 0, i.e.,

(2.105) θ̃(x) = ( p, ũ(x)).

Since system (2.103) has only the zero solution for λ > 0, and the value λ = 0 is a
simple eigenvalue of the system (see Theorem 5.1 of Chapter 4), then, by virtue of
equation (2.105), the same can also be said for the system (2.103), (2.104). (The
absence of associated vectors in problem (2.103), (2.104) of λ = 0 follows, as can
readily be shown, from the fact of their absence in problem (2.103).)

The indicated properties of the model system will be used in calculating a
rotation of the vector field at the initial point of the homotopy.

2.6.3. A priori estimates. We now obtain a priori estimates of solutions of the
system of equations for u and θ, constructed in §2.6.1, at all steps of the homotopy.
Here we consider solutions v(x) = (u(x), θ(x)), for which the u(x) are monotone
functions, the corresponding A(x) are positive, and are such that the temperature
θ(x) at the first homotopy step is a monotone function of x for those values of x
for which |u(x)| � δ, |u(x) − u−|2 + |θ(x) − 1|2 � δ2. We denote the set of all
such solutions v(x) by VM . We note that, by virtue of equation (2.98), which holds
at the second and third steps of the homotopy, function θ(x) is monotone on the
whole axis if u(x) is monotone.

We note, further, that the initial equation for θ has the form (2.19) when ε= 0.
For positive thermal effects qi and positive A(x) the solution of this equation with
condition (2.21) is monotone in view of the nonnegativeness of function (q,Φ), and,
consequently, satisfies the condition

(2.106) 0 � θ(x) � 1.

Therefore, outside of the interval [0, 1], the values of the functions ki(θ) can be
specified arbitrarily. We shall assume that functions ki(θ) are specified so as to
satisfy the condition

(2.107) ki(θ) = 0 for θ < −1 (i = 1, . . . , n).

Lemma 2.2. At the first homotopy step we have the following estimate for all
τ and ε for v ∈ VM :

|θ(x)| � 1.

Proof. Let us assume that θ(x) > 1 for some x. Let function θ(x) attain a
maximum at point x0. Then at this point θ′′(x0) � 0, θ′(x0) = 0; also, by virtue of
equation (2.31),

g(u, θ) � εω(|u− − u|)( p, u− − u)− εθ + ε( p, u)
� ε( p, u−)− εθ = ε(1− θ) < 0.

A contradiction in signs is obtained in equation (2.29).
Let us assume that θ(x) < −1, and let x1 be a point at which θ(x) attains its

smallest value. At this point g(u, θ)= εω(|u−−u|)( p, u−−u)−εθ+ε( p, u)�−εθ>
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ε, θ′′(x1) � 0, θ′(x1) = 0, and we have a contradiction in signs in equation (2.29).
This completes the proof of the lemma.

Thus we have shown that for all v ∈ VM there is a uniform estimate in the
C-norm, independent of ε. As was the case earlier (see §2 of Chapter 3), this
implies a uniform estimate in the C1-norm, and also a uniform estimate of the
speed (see §2.4.3).

We proceed now to an estimate of solutions v ∈ VM in the norm of W 1
2,µ for

fixed ε, sufficiently small.
Uniform exponential estimates in neighborhoods of the points

u = 0, θ = 0; u = ui,τ− , θ = ( p, ui,τ− )

are obtained by the usual methods. These estimates result from the fact that in
linearizing sources at these points matrices are obtained whose eigenvalues have
negative real parts.

As in §2.4.3, we consider the problem concerning boundedness of the interval
in x on which a solution is obtained outside of these neighborhoods. Violation of
such boundedness is only possible in case the solution is attracted to intermediate
stationary points of the kinetic system. Here we need to consider only the first
homotopy step. Indeed, at the third step estimates of u−ψ in the norm ofW 1

2,µ have
already been obtained, while, for θ, an estimate of the difference θ − ( p, ψ) follows
from equation (2.98). At the second step of the homotopy no further estimates are
needed.

Thus, we consider stationary points of a kinetic system at the first step of
homotopy, which, obviously, coincide with stationary points of the initial kinetic
system:

(2.108) f(u, θ) = 0, g(u, θ) = 0,

where f and g are given by equations (2.30) and (2.31).
It is easy to see that all solutions of equation (2.108), lying in the interval

0 � u � u−, satisfy the equation θ = ( p, u) and have the form

u = 0, θ = 0,(2.109)

u = u−, θ = 1,(2.110)

|u− − u| � δ, θ = ( p, u) for ( p, u) � θ∗,(2.111)

Φε(u, θ) = 0, θ = ( p, u) for 0 < ( p, u) < θ∗.(2.112)

Here we assume that δ is chosen so small that the plane ( p, u) = θ∗ in u-space lies
outside of the balls |u− − u| � δ, |u| � δ.

In a manner similar to what was done in §2.4.3, it may be shown, upon taking
monotonicity of θ(x) into account in the domain indicated above, that the solution
cannot be attracted to the stationary points (2.111) and (2.112). Here, in the course
of the proof, one must consider, instead of the sequenceAk(ξk), the sequenceAk(ξk),
θk(ξk), which, as is readily seen, converges to a stationary point.

Thus we have obtained an a priori estimate for v ∈ VM for each fixed, sufficiently
small ε > 0 and for all 0 � τ � 1 for all steps of the homotopy:

(2.113) ‖v − ψ‖µ � R(ε),

where the constant R is independent of v, and ψ is chosen as in §1 of Chapter 2
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with the equation θ = ( p, u) taken into account at the second and third steps of
the homotopy.

2.6.4. Separation of monotone solutions. We show that there exists a constant
ρ(ε), depending on ε, and such that the following inequality holds:

(2.114) ‖vM − vN‖µ � ρ(ε)

for all sufficiently small ε > 0. Here vM ∈ V εM , where V εM is the set of solutions
v(x) = (u(x), θ(x)) for a given ε, indicated in the preceding section (we confine
ourselves to the first step of the homotopy); vN (x) is an arbitrary solution of
system (2.84), (2.85) for a given ε, not belonging to V εM . We denote the set of
all such solutions by V εN . We remark that, as in §2.4.2, vM and vN can be different
solutions of the indicated equations.

The set V εM is not empty: as we shall show below, for τ = 0 we obtain existence
of solutions of this class as the result of a homotopy in the third and second steps,
starting with a model system. The set VN is assumed to be nonempty. Otherwise,
the discussion only becomes simpler: there is no need to carry out the indicated
separation.

Let us assume that the statement formulated above is not true. Then there
exists a sequence εn → 0 and, for arbitrary εn, sequences vnkM ∈ V εn

M and vnkN ∈ V εn

N

and also sequences τnk and τnk (whereby we can assume that τnk→ τn0 as k→∞)
such that

(2.115) ‖vnkM − vnkN ‖µ → 0.

Here solutions vnkM correspond to τnk; vnkN correspond to τnk. We can assume, by
virtue of boundedness of speeds, that cnk → cn0, where cnk corresponds to τnk. It
follows from estimate (2.113) that vnkM −ψ converges weakly to some vn0−ψ ∈W 1

2,µ

(we pass, if necessary, to subsequences). Reasoning as we did in §2.4.2, we find that

(2.116) ‖vnkM − vn0‖µ → 0

as k → ∞. Hence, since vnkM = (unkM , θ
nk
M ) is a solution of system (2.84), (2.85)

and there are a priori estimates (uniform with respect to τ) of the first (see §2.4.3)
and, consequently, of the second derivatives, it follows that vnkM → vn0 in C1. Thus
vn0 = (un0, θn0) is a solution of system (2.84), (2.85) for τ = τn0, c = cn0.

From (2.115), (2.116) it follows that

(2.117) ‖vnkN − vn0‖µ → 0.

Therefore vnkN → vn0 in the C-norm and therefore in the C1-norm. As in §2.4.2, it
may be shown that function un0(x) is strictly monotone, and the function An0(x),
corresponding to it, is strictly positive; also, it may be shown that function unkN ,
where vnkN = (unkN , θ

nk
N ), is strictly monotone for sufficiently large k, and the function

AnkN (x), corresponding to it, is strictly positive. Hence, it follows from the definition
of set V εN that function θnkN (x) is not monotone for those x for which

|unkN (x)| � δ, |unkN (x)− u−|2 + (θnkN (x) − 1)2 � δ2.

On the other hand, θn0(x) is monotone in the corresponding domain as the limit
of monotone functions θnkM (x). It follows that the function θn0(x) is not strictly
monotone. Letting n tend to infinity, we obtain a contradiction. Indeed, it is
not difficult to show that here vn0 converges along some sequence to the solution
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v0 = (u0, θ0) of problem (2.84), (2.85) with boundary conditions (2.21) for some
τ = τ0, ε = 0, and c = c0 < 0. Since the source g(u, θ) in equation (2.85) is not
positive for ε= 0, it follows that θ0(x) is a strictly monotone function. On the other
hand, θ0(x) is the limit in the C1-norm of functions θn0(x), not strictly monotone
outside of the neighborhoods indicated above, and it cannot therefore be strictly
monotone. This contradiction establishes the assertion made at the beginning of
this section.

2.6.5. Application of the Leray-Schauder method. We assume ε > 0 to be so
small that inequality (2.114) is valid. Diminishing ρ(ε), if necessary, we can assume
that we do have the separation of monotone solutions obtained in §2.4.2. The
discussion we follow now parallels that presented in §2.4.4. For a model system
(§2.6.2) we construct an operator according to the method indicated in §1 of
Chapter 2 and a ball, with center at a stationary point, of sufficiently small radius.
A rotation over the boundary of this ball is equal to one. Next, we change τ from
0 to 1 in the third step of the homotopy (§2.6.1). We thereby construct domains,
similar to those obtained in §2 of Chapter 3, using the separation of solutions,
monotone with respect to u and positive with respect to A that was obtained
in §2.4.2. Since equation (2.98) is satisfied here, there correspond monotone θ(x)
to monotone u(x). For τ = 1 we arrive at a finite collection of domains D in the
space W 1

2,µ, containing solutions monotone with respect to θ and u and positive
with respect to A, and containing no other solutions. A rotation over the boundary
of these domains is equal to one and, therefore, there exist solutions of the type
indicated.

Next, we go through the second step of the homotopy from τ = 0 to τ = 1,
without changing domain D. What we said about this domain above holds by
virtue of equation (2.98). Finally, using separation of monotone solutions obtained
in §2.6.4, we perform the first step of the homotopy from τ =0 to τ =1, constructing
domains separating solutions from VM from other solutions, starting from domain
D with τ = 0. For τ = 1 we obtain a domain, a rotation over which is equal
to one, implying the existence of solutions from V εM for system (2.28), (2.29) with
boundary conditions (2.21).

To complete the proof of the existence of solutions of the initial system (2.19),
we take the limit as ε → 0. The arguments are analogous to those presented
in §2.4.4.

§3. Stability of a wave in the case of equality of transport coefficients

In the preceding section we established the existence of a wave for a reaction-
diffusion system for a reaction with an open graph, i.e., for the scheme of reac-
tions (1.1) for which a solution of inequalities (1.10) exists. In this section we
prove the stability of waves in the case of reactions with open graphs under certain
assumptions, to be formulated below. We assume the existence of a wave, however,
not necessarily under the conditions formulated in §2.

3.1. Reduction to a monotone system. We consider system (1.2) under
the assumption that κ = d and q > 0, with boundary conditions (1.4). In these
conditions A+, T+ is an asymptotically stable stationary point of system (1.5). As
we did above, we assume that substances are numbered so that Â= (A1, . . . , Ar) = 0
at this point and that equation (2.7) holds. As in §2.1, we can prove that openness of
the graph of a reaction implies the existence of a noninvertible nonnegative matrix
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B, such that equation (2.12) holds with K � 0. Making the substitution (2.17), we
obtain system (2.19). Taking into account that κ = d, we can express θ in terms
of u (see (2.36)) and reduce system (2.19) to the form

(3.1) du′′ + cu′ −KΦ(A, T ) = 0,

where A, T , and u are connected by the relations (2.17), (2.20), and (2.36). We
shall assume that function Φ has the following form: Φ = (Φ1, . . . ,Φn),

(3.2) Φi(A, T ) = ki(T )Aαi1
1 · · ·Aαim

m (i = 1, . . . , n),

where k′i(T ) � 0, and a cut-off of the form (1.34) of Chapter 8 is made where a
cut-off at different temperatures is allowed.

Let

(3.3) Ψi(u) = −
n∑
j=1

KijΦj(A, T ) (i = 1, . . . , r),

where Kij are the elements of matrix K. We have

(3.4)
∂Ψi
∂uj

= Lij −
n∑
l=1

Kil
∂Φl
∂T

∂T

∂uj
,

where

(3.5) Lij = −
n∑
i=1

Kil

m∑
l=1

∂Φl
∂Ak

∂Ak
∂uj

.

It follows from (3.2), the positiveness of vector p and Ak (k = 1, . . . ,m), and the
nonnegativeness of Kij that the expression under the summation sign in (3.4) is
nonpositive.

Consider (3.5). By virtue of (2.20), we can write

(3.6) A = Su+ (0, Ã+), S = Γ1Γ−1
0 B

−1,

where Γ1 is the matrix formed from the first r columns of matrix Γ; Γ0 is the
matrix appearing at the intersection of the first r rows and columns of matrix Γ.
Invertibility of matrix Γ0 follows from Proposition 2.2. From (3.5) and (3.6) we
obtain

(3.7) Lij = −
n∑
l=1

m∑
k=1

KilSkjαlk
Φl
Ak
,

where Skj are the elements of matrix S.
Thus we have obtained conditions for monotonicity of system (3.1) (cf. §2 of

Chapter 8):
If the inequalities

(3.8) KilSkjαlk � 0

are satisfied for all i, j = 1, . . . , r, i �= j, l = 1, . . . , n, k = 1, . . . ,m, then ∂Φi/∂uj �
0 (i �= j).

Thus, when conditions (3.8) are satisfied, system (3.1) is monotone.
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3.2. Stability. Let us linearize system (3.1) on the traveling wave u(x). We
obtain

(3.9) dv′′ + cv′ + b(x)v = 0, v(±∞) = 0,

where b is a matrix with elements ∂Ψi/∂uj. When conditions (3.8) are satisfied,
matrix b(x) has nonnegative off-diagonal elements. By virtue of (3.4), they are not
identically equal to zero since in each row of matrix K there are nonzero elements
and k′i(T ) is not identically zero.

Consider the matrix b+ = lim b(x) as x → ∞. Similarly to what was done
in Proposition 2.2, we prove that this matrix has all its eigenvalues in the left
half-plane if for each k = 1, . . . , r an i between 1 and n may be found such that
∂Φi/∂Ak > 0. This means that for each k = 1, . . . , r a reaction may be found in
which substance Ak, with stoichiometric coefficient 1, is consumed and the other
substances Al (l �= k, l = 1, . . . , r) are not consumed.

Let L be the operator defined by the left side of equation (3.9). Using
Theorem 5.1 of Chapter 4, we can show that operator L has no eigenvalues in
the half-plane Reλ � 0, with the exception of λ = 0, which is a simple eigenvalue.
Indeed, let us make the substitution v = exp(µx)y, where µ > 0 is a sufficiently
small number. We obtain operator L1 = exp(−µx)L exp(µx). Taking into account
that b(x) ≡ 0 for x < x0, where x0 is some number, and that c < 0, we readily
see that operator L1 satisfies all the conditions of Theorem 5.1 of Chapter 4. It
follows from this that operator L satisfies items 1) and 2) of the theorem, and, in
place of item 3), we may prove the existence of a bounded positive solution of the
adjoint homogeneous equation. From this and from the integrability of a solution
v of equation (3.9) we conclude that 0 is a simple eigenvalue of operator L.

Taking into account the relationship of the stability of a wave to the location of
the eigenvalues of operator L (see Chapter 5), we arrive at the following theorem.

Theorem 3.1. In system (1.2) let us assume that κ = d, that the thermal
effects qi of the reactions are positive, and that the following conditions are satisfied :

1) inequalities (3.8) are valid ;
2) the eigenvalue λ of matrix b+ which has maximal real part is negative;
3) a solution A(x), T (x) of system (1.2) with boundary conditions (1.4) exists

such that u(x) = BÂ(x) is monotone. Here Â = (A1, . . . , Ar).
Then this solution is stable in the following sense. For an arbitrary solution of

the system of equations

∂T

∂t
= κ

∂2T

∂x2
+ c
∂T

∂x
+ (q,Φ),(3.10)

∂A

∂t
= d

∂2A

∂x2
+ c
∂A

∂x
+ ΓΦ,(3.11)

with initial conditions
T (x, 0) = T 0(x), A(x, 0) = A0(x),

satisfying the equations

T 0(x) − T+ = ( p,A0(x)−A+),(3.12)

(sk, A0(x) −A+) = 0 (k = 1, . . . ,m− r),(3.13)
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where p and sk are given by relations (1.9) and (1.8), the inequality

‖Â 0(x) − Â(x)‖a � ε
and the condition

(3.14) lim
|x|→∞

(Â 0(x)− Â(x))(1 + e−ax) = 0

imply that

‖T (x, t)− T (x+ h)‖a �Me−bt,
‖A(x, t)−A(x+ h)‖a �Me−bt.

Here ‖ · ‖a is a weighted norm, defined for an arbitrary function g(x) (or vector-
valued function) by the equation

‖g‖a = sup
x
|g(x)(1 + e−ax)|,

a is an arbitrary number : 0 < a < |c|/d; ε, M , b are positive numbers independent
of the initial condition; h is a constant depending on the initial condition.

Validity of the theorem is a consequence of Theorem 4.1 of Chapter 5.

Remarks. 1) In a condition of the theorem it is assumed that solutions exist
with a monotone function u(x). Existence of such solutions was proved in the
preceding section. In the theorem concerning stability it is the fact of the existence
of solutions that is important and not the conditions under which it was obtained.

2) Condition (3.8) is the condition for monotonicity of system (3.1) and is basic
to the theorem concerning stability of a wave. It is connected with the choice of
matrix B, and some arbitrariness in the choice of this matrix makes it possible
to broaden the class of reactions for which stability of traveling waves can be
proved. Depending on how matrix B is chosen, satisfaction of inequalities (3.8)
can be verified directly. In the following section we show, for linearly independent
reactions, how to choose matrix B and we write the conditions (3.8) explicitly in
terms of stoichiometric coefficients.

3) Matrix b+ has the form BΓ̂PB−1 (see (2.10)). It has nonnegative off-
diagonal elements (by virtue of condition (3.8)) and a nonpositive eigenvalue with
maximal real part to which there corresponds a nonnegative eigenvector. In the
statement of the theorem, “something more” is needed. Negativeness of the leading
eigenvalue of matrix b+ is a consequence of Proposition 2.2.

4) In the theorem it is required that an initial perturbation tend towards zero
at the infinities (see (3.14)). For the solution this property is also satisfied for all
t > 0.

5) The theorem presented here concerns stability in the space C. Similarly,
stability of a wave can be obtained in the spaceW 1

2 (see Theorem 2.2 in Chapter 5).

3.3. Linearly independent reactions. We recall (see §2 of Chapter 8) that
in the case of linearly independent reactions (n= r) the conditions for monotonicity
become substantially simpler. As matrix B we can take the matrix B = −Γ1

0. In
this case Γ̂ = Γ0, K =E, the unit matrix, and S =−Γ. Inequality (3.8) assumes the
form: γjk � 0, if αik > 0 (i �= j, i, j = 1, . . . , r; k = 1, . . . ,m). This means that if the
kth substance is consumed in the ith reaction, then in any other reaction it must
be produced with a stoichiometric coefficient at least equal to its stoichiometric



366 9. COMBUSTION WAVES WITH COMPLEX KINETICS

coefficient in the ith reaction. For example, if the kth substance is consumed in
two reactions, the ith and the jth, the inequalities γik � 0 and γjk � 0 must then
be satisfied.

It is obvious that the conditions mentioned will be satisfied, in particular, if
each substance is consumed in no more than one reaction.

§4. Examples

In this section the results presented above on the existence and stability of
waves are illustrated through typical examples. We note that the monotonicity
conditions discussed in Chapter 8 and in the preceding sections of this chapter
exhibit an unconditional character. For example, for linearly independent reactions
in which each substance is consumed in at most one reaction, the system may be
reduced to a monotone system independently of the values of the parameters. But
if there are competing stages in the reaction scheme, the system can also be reduced
to a monotone system, but upon satisfaction of certain conditions. This question
has not been discussed for a reaction scheme of a general type; it will be considered
in the examples to be presented.

4.1. Single-stage reactions. This case has been studied in the literature in
detail (see, for example, [Zel 5]); it is presented here for completeness.

A solution of traveling-wave type for the single-stage chemical reaction

α1A1 + · · ·+ αmAm → β1A1 + · · ·+ βmAm,

accompanied by the liberation of heat, satisfies the system of equations

κT ′′ + cT ′ + qF (A1, . . . , Am, T ) = 0,(4.1)

djA
′′
j + cA

′
j + γjF (A1, . . . , Am, T ) = 0, j = 1, . . . ,m,(4.2)

where F is the reaction rate, usually considered in the form

F (A1, . . . , Am, T ) = k(T )Aα1
1 × · · · ×Aαm

m

(law of mass action), γj = βj − αj . If the coefficients of diffusion are all equal
(dj = d, j = 1, . . . ,m), then, as is readily seen,

Aj =
γj
γ1
A1 + αj , j = 1, . . . ,m,

where the aj are constants (it is assumed that γ1 �= 0). If, in addition, the coefficient
of thermal conductivity κ is equal to the coefficient of diffusion d (similarity of
concentration and temperature fields), then

T =
q

γ1
A1 + T+,

where T+ is a constant. In this case the system of equations (4.1), (4.2) may be
reduced to a scalar equation for which questions of existence and stability of waves
are answered fairly easily (see Chapter 1). The type of source, characteristic in
combustion, is shown in Figure 1.3 of the Introduction. For this source a wave
exists, is unique, and is stable.

The situation is substantially more involved if κ �= d. Existence of waves and
their uniqueness was established in [Kan 4] for d < κ. It was shown in [Bac 1]
that for d > κ, and for specially selected conditions, a wave can be nonunique (see
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also [Bon 2]). From the general theorem presented in §2 the existence of waves
follows directly; however, the theorem does not permit any judgement concerning
the number of such waves. We note also that the Leray-Schauder method can be
used to establish the existence of waves even when the coefficients of diffusion are
not all equal to one another.

A large number of papers (see the supplement to this Part) has been devoted
to the stability of waves of combustion in the case of a single-stage reaction with
κ �= d. This problem will not be considered here.

As a rule, chemical reactions are many-stage reactions, i.e., they consist not of
a single reaction, as in the preceding example, but of a large number of reactions.
We consider such reactions in the following examples.

4.2. Independent reactions. By independent reactions we mean reactions
in which the substances being consumed are used up in only one reaction and are
not produced in any reaction. For the general reaction scheme (1.1) this means
that if αi0j0 �= 0, then

αij0 = 0, i �= i0, βij0 = 0, i = 1, . . . , n.

For simplicity, we limit the discussion here to an example of three bimolecular
reactions:

A1 +A2
k1−→ · · · , A3 +A4

k2−→ · · · , A5 +A6
k3−→ · · · ,

since all that follows carries over, in an obvious way, to an arbitrary number
of independent reactions, an arbitrary number of substances taking part in each
reaction, and to arbitrary stoichiometric coefficients.

We note that the reaction rate does not depend on the substances being formed
(since these substances do not include A1, . . . , A6). Therefore, it is not necessary
to consider the right sides of the reactions.

The complete system of equations of heat conduction and diffusion has, on the
assumption of equality of the diffusion coefficients, the form

κT ′′ + cT ′ + q1k1(T )A1A2 + q2k2(T )A3A4 + q3k3(T )A5A6 = 0,

dA′′
1 + cA′

1 − k1(T )A1A2 = 0,

dA′′
2 + cA′

2 − k1(T )A1A2 = 0,
...........................

dA′′
6 + cA′

6 − k1(T )A5A6 = 0.

Going over to the vector matrix form of notation (see (1.2)), we can write the
equation for the concentrations in the form

dA′′ + cA′ + ΓF = 0,

where F = (F1, F2, F3), A = (A1, . . . , A6),

F1 = k1(T )A1A2, F2 = k2(T )A3A4, F3 = k3(T )A5A6,

Γ =


−1 0 0
−1 0 0
0 −1 0
0 −1 0
0 0 −1
0 0 −1

 .
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It is easy to see that the graph of the reaction is open since λΓ < 0 for vector
λ, made up, for example, of ones (which corresponds to the sum of the rows of the
matrix). The reactions are linearly independent, i.e., the columns of matrix Γ are
linearly independent, and there are balances, i.e., the rows of matrix Γ are linearly
dependent. The balances have the form

A2 = A1 + a1, A4 = A3 + a2, A6 = A5 + a3,

where a1, a2, a3 are constants, which, without loss of generality, we can assume to
be positive. In this case the balance polyhedron Π is specified by the inequalities
A1 � 0, A3 � 0, A5 � 0. It contains the asymptotically stable stationary point
A1 = A3 = A5 = 0 and no other stationary points of the kinetic system.

Thus, if the thermal effects qi, i = 1, 2, 3, of the reactions are positive, all the
conditions of the theorem for the existence of waves are satisfied (for an appropriate
specification of the conditions at the infinities and a “cut-off” of the source).

For independent reactions the conditions for reduction of the system to a
monotone system in the case κ = d are also satisfied (each substance is consumed
in at most one reaction; see §3.3). Using the change of variables described in §3.3,
which in the given case has the form

A1 = u1, A3 = u2, A5 = u3,

we obtain the system of equations

du′′i + cu
′
i − ki(T )ui(ui + ai) = 0,

where T =T+−q1u1−q2u2−q3u3. This system is, obviously, monotone if k′i(T )� 0
(�≡ 0) and the wave in this case is stable, both with respect to small perturbations
and globally (in the case of monotone initial conditions), is unique, and the minimax
representation of the speed applies.

4.3. Sequential reactions. We consider examples of reactions in which each
substance is consumed in at most one reaction, and in each reaction, except for the
first, the substance consumed is that formed in the preceding reaction.

As we did before, we limit the discussion to simple examples, which can be
easily generalized.

We consider sequential reactions of the form

(4.3) A1
k1−→ A2, A2

k2−→ A3, A3
k3−→ A4.

Reactions (4.3) are linearly independent and, consequently, the graph of reaction
is open. The corresponding system of equations has the form

κT ′′ + cT ′ +
3∑
i=1

qiFi = 0,

dA′′ + cA′ + ΓF = 0,

where

A = (A1, A2, A3), F = (F1, F2, F3), Fi = ki(T )Ai,

Γ =

−1 0 0
1 −1 0
0 1 −1

 .
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It is easy to see that λΓ < 0 for λ = (3, 2, 1).
We apply the following change of variables to obtain a monotone system:

A1 = u1, A2 = −u1 + u2, A3 = −u2 + u3.

We have

(4.4) du′′ + cu′ +Φ(u) = 0,

where u = (u1, u2, u3), Φ = (Φ1,Φ2,Φ3),

(4.5)
Φ1(u) = −k1(T )u1, Φ2(u) = −k2(T )(u2 − u1),

Φ3(u) = −k3(T )(u3 − u2), T = T+ − q1u1 − q2u2 − q3u3.

In the balance polyhedron we have the asymptotically stable stationary point u1 =
u2 = u3 = 0, and there are no other stationary points (not connected with a cut-off
in the source).

Thus, when qi > 0 conditions for the existence theorem are satisfied; but if, in
addition, κ = d, the system is then monotone and the results, obtained for such
systems, are valid.

We also present an example of bimolecular sequential reactions:

A1 +A2 −→ A3, A3 +A4 −→ A5, A5 +A6 −→ A7.

A change of variables, leading to a monotone system, with balances taken into
account has the form

u1 = A2, u2 = A4, u3 = A6,

A1 = u1 + a1, A3 = u2 − u1 + a2, A5 = u3 − u2 + a3.

As a result we obtain system (4.4) in which

Φ1 = −k1(T )u1(u1 + a1), Φ2 = −k2(T )u2(u2 − u1 + a2),
Φ3 = −k3(T )u3(u3 − u2 + a3);

here T is given by the expression (4.5).

4.4. Some other examples. In the following examples each substance is
consumed in at most one reaction and therefore the corresponding systems can be
reduced to monotone systems. One example is given by

A1 −→ A2 +A3, A2 −→ A4 +A5, A3 −→ A6 +A7,

and another by

A1 +A2 −→ A5, A3 +A4 −→ A6, A5 +A6 −→ A7.

The following reaction is frequently considered in the literature as an example of
nonbranching chain reactions [Zel 5, Fran 1]:

(4.6) A+B2 −→ AB +B, B +A2 −→ AB +A.

Here A and B are active centers; A2 and B2 are initial substances.
We leave it to the reader to make the change of variables and to be convinced

that monotone systems are obtained as a result.
We note that similarly to the case of independent reactions, which can be

treated as a collection of single-stage reactions, we can consider a reaction scheme



370 9. COMBUSTION WAVES WITH COMPLEX KINETICS

consisting of a collection of many-stage reactions. For example, we have the
independent sequential reactions

A1 −→ A2 −→ A3 −→ A4,

A5 −→ A6 −→ A7 −→ A8.

Up to this point we have considered examples of reactions with positive thermal
effects and containing no competing stages. Although this class of reactions is fairly
broad, reactions for which these conditions are not satisfied are surely of interest.
Here we shall obtain not unconditional results concerning, for example, the stability
of waves, but specific relations among the parameters under which the system may
be reduced to a monotone system which implies stability of a wave.

4.5. Thermal effects with alternating signs. Consider sequential reac-
tions

A1
k1−→ A2, A2

k2−→ A3.

By means of the change of variables A1 = u1, A2 = u2 − u1 the system of
equations (1.2) is reduced to the form

du′′i + cu
′
i +Φi(u) = 0, i = 1, 2,

where

Φ1(u) = −k1(T )u1, Φ2(u) = −k2(T )(u2 − u1), T = T+ − q1u1 − q2u2.

We have
∂Φ1

∂u2
= k′1(T )u1q2,

∂Φ2

∂u1
= k2(T ) + k′2(T )(u2 − u1)q1.

It is obvious that if q2 < 0 the condition for monotonicity cannot then be satisfied.
But if q2 > 0, q1 < 0 (and T+ > T−), then in the case of Arrhenius temperature
dependence

k2(T ) = k02e
−E2/RT

(neglecting a narrow strip close to the temperature of the source cut-off in which a
transition takes place from the Arrhenius exponent to the identically zero one; this
assumption, of necessity, is used in what follows), this condition takes the form

(4.7)
RT 2

(−q1)E2
> u2 − u1.

Inequality (4.7), which a solution must satisfy, can be used to obtain various
qualitative and quantitive conditions for the reduction of the system to a monotone
system and, consequently, for wave stability. Without going into the details, we note
that a stationary solution can be obtained approximately fairly easily by analytical
methods: the narrow reaction zone method or a similar method involving matched
asymptotic expansions; these methods are well developed for combustion problems
(see [Zel 5] and the supplement to Part III). This makes it possible to obtain
explicit relationships among the parameters from condition (4.7).

Various model reactions with thermal effects of different signs have been con-
sidered by approximate analytical methods in [Borov 1, 2, Nek 1, 2, Vol 36]).
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4.6. Reactions with competing stages. In [Kha 4–7] it was shown that
in the case of the parallel reactions

(4.8) A1 −→ A2, A1 −→ A3

a wave can be nonunique. This means that the corresponding system cannot be
reduced to a monotone system. This example shows that the sufficient condition
for reducibility, formulated in §3, applicable for linearly independent reactions in
the absence of competing stages (something less is required, in fact) is an essential
one. Nevertheless, it is possible in some cases to reduce system (1.2) to a monotone
system and, by the same token, to establish the stability of waves even in the
presence of competing stages. Existence of waves can be established even in those
cases in which the general theorem concerning the existence of waves cannot be
applied directly. In particular, this is the case for the reactions (4.8) for which
there is no asymptotic stable stationary point in the balance polyhedron, but, in
its stead, there appears a stable stationary face.

In what follows we consider examples illustrating various types of reactions
with competing stages.

4.6.1. An abundant component consumed in several reactions. It is convenient
to track general patterns, typical for this case, through the example of sequential-
parallel reactions

A1 +A2
k1−→ A3, A1 +A3

k2−→ A4.

The kinetic system has the form

dA1

dt
= −k1A1A2 − k2A1A3,

dA2

dt
= −k1A1A2,

dA3

dt
= k1A1A2 − k2A1A3,

dT

dt
= q1k1A1A2 + q2k2A1A3.

Let us make the change of variables u1 =A2, u2 =A2+A3. Then A1 = u1+u2+ a,
T = T+ − q1u1 − q2u2,

(4.9)

du1
dt

=− k1(T )u1(u1 + u2 + a) ≡ Φ1(u),

du2
dt

=− k2(T )(u2 − u1)(u1 + u2 + a) ≡ Φ2(u).

The balance polyhedron is defined by the inequalities

u1 � 0, u2 � u1, u1 + u2 + a � 0.

Thus, if a > 0, then in the balance polyhedron there exists an asymptotically stable
stationary point u1 = u2 = 0 of the kinetic system, and there are no other stationary
points. This means that for the case in which a substance, being consumed in
more than one reaction, is found to be in excess, the presence of parallel reactions
does not lead to the appearance of nonisolated stationary points in the balance
polyhedron. We can employ the theorem for the existence of waves in this case
directly. If a < 0, i.e., the substance is found to be in deficiency, then there is
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no asymptotically stable stationary point in the balance polyhedron; however, a
stable stationary face appears, situated on the line u1 + u2 + a = 0. In this case
the theorem cannot be used directly, but it is possible to obtain the existence of
waves. This will be shown for an example in 4.6.4.

We find conditions under which system (4.9) is monotone, i.e., matrix Φ′
u has

nonnegative off-diagonal elements. We have
dΦ1

u2
= −k1(T )u1 + q2k′1(T )u1(u1 + u2 + a),

dΦ2

u1
= k2(T )(u1 + u2 + a)− k2(T )(u2 − u1) + q1k′2(T )(u2 − u1)(u1 + u2 + a).

We shall assume that q1 > 0, q2 > 0, a > 0, k′i(T ) � 0, i = 1, 2. In this case,
∂Φ2/∂u1 � 0 in the balance polyhedron, since, obviously, the inequality

u1 + u2 + a � u2 − u1
holds. The inequality ∂Φ1/∂u2 � 0 will be satisfied if

aq2k
′
1(T ) � k1(T ).

In the case of the Arrhenius temperature dependence k1(T ) = k01 exp(−E1/RT ),
this condition takes the form

RT 2

q2E1
� a

and, since the temperature in the wave is monotone, it is then sufficient to require
fulfillment of the inequality δ21 � a, where δ21 = R(T+)2/q2E1.

4.6.2. A substance, being consumed in several reactions, is formed in each of
them. Here we need to require that the amount of the substance produced be at
least equal to that expended. The conditions of §3.3 will then be satisfied; by virtue
of these conditions the system can be reduced to a monotone system. We consider,
as an example, the branching chain reaction with branching chain stage

(4.10) B + C k1−→ 2B

and a continuation of the chain

(4.11) B +D k2−→ B + E.

Making the change of variables u1 = C, u2 =D, we obtain the system of equations

du′′i + cu
′
i +Φi(u) = 0, i = 1, 2,

where

Φ1(u) = −k1(T )u1(a− u1), Φ2(u) = −k2(T )u2(a− u1),
T = T+ − q1u1 − q2u2.

The balance polyhedron is defined by the inequalities

u1 � 0, u2 � 0, u1 � a
and in it we have the asymptotically stable stationary point u1 = u2 = a and the
unstable stationary face u1 = a.

In Chapter 8 this example was considered in the isothermal case and a proof was
given for the existence and stability of waves joining stable and unstable stationary
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faces. For nonisothermal waves, when a cut-off is made in the source, a wave also
exists and is stable, but, for fixed values at the infinities (for T− < T ∗), it is unique,
i.e., it exists for one value of the speed and not for a half-axis of speeds.

We note, in the case of thermal waves, that the reactions (4.10), (4.11) can be
supplemented by the reaction initiating the chain A→ B.

4.6.3. Linearly dependent reactions. In the preceding two examples we consid-
ered linearly independent reactions. We consider yet another example of sequen-
tially-parallel reactions

(4.12) A1
k1−→ A2, A1

k2−→ A3, A2
k3−→ A3.

The kinetic system has the form
dA1

dt
= −k1A1 − k2A1,

dA2

dt
= k1A1 − k3A2,

dT

dt
= q1k1A1 + q2k2A1 + q3k3A2.

The columns of matrix

Γ =
(
−1 −1 0
1 0 −1

)
are linearly dependent, which corresponds to linear dependence of the reactions: the
second reaction is the sum of the first and the third. A corresponding relationship
also holds for thermal effects of the reactions: q2 = q1 + q3. We assume that all
three reactions are exothermic, i.e., q2 > q1 > 0.

Let us make the change of variables u1 = A1, u2 = A1 +A2. Then

(4.13)

du1
dt

= −(k1 + k2)u1 ≡ Φ1(u),

du2
dt

= −k2u1 − k3(u2 − u1) ≡ Φ2(u),

where T = T+ − q1u1 − q3u2, since
dT

dt
= −q1

dA1

dt
− q3

(
dA1

dt
+
dA2

dt

)
.

It is easy to see that ∂Φ1/∂u2 � 0. Further, we have

∂Φ2

∂u1
= −k2 + k3 + q1k′2u1 + q1k′3(u2 − u1).

In the balance polyhedron u1 � 0, u2 � u1 the inequality ∂Φ2/∂u1 � 0 will be
satisfied if k3(T ) � k2(T ) (as elsewhere, we assume that k′i � 0). This means that
a wave will be unique and stable (for κ = d) if the sequential stage prevails over
the parallel stage.

We note that the graph of reaction (4.12) is open, and that in the balance
polyhedron there is the asymptotically stable stationary point A1 = A2 = 0 and no
other stationary points. Therefore the theorem concerning existence of waves can
be applied directly. But if we reduce the rate of the third reaction, then, in the
limit for k3 = 0, we obtain reaction (4.8). In order to make an inference concerning
the existence of waves for this reaction, we need to observe that in the passage
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u2
−

u2

u−

0 u1

T = T ∗

u1 = u2

Figure 4.1. Solution of system (4.13) for different k3

to the limit the wave cannot disappear. This problem is considered briefly in the
following section.

4.6.4. Parallel reactions. In Figure 4.1 the qualitative behavior of a wave is
shown for system (4.13) for a reduction in k3. When k3 ≡ 0 the stationary points
fill out the entire face u1 = 0 of the balance polyhedron. This is typical for reactions
with competing stages when there is no excess of the substance being consumed in
them. In particular, due to the nonisolatedness of the stationary points the theorem
concerning the existence of waves cannot be applied directly.

When k3 ≡ 0 the value of u+ = lim
x→∞

u(x), generally speaking, is no longer

equal to 0 and is found on the interval [0, u−2 ] of the axis of ordinates.
As we have already noted, in letting k3 → 0 we need to see that the wave does

not disappear. If u−2 < (T+ − T ∗)/q3, i.e., the point (0, u−2 ) is found in the half-
plane T > T ∗ (we shall assume, for simplicity, that this condition is satisfied), then
it is sufficient to show that a monotone solution cannot be attracted to intermediate
stationary points arising due to a cut-off in the source. This may be done precisely
as in the proof of the theorem concerning existence of waves.

We proceed now to the problem concerning the number of waves. It was noted,
in the preceding example, that for function k3 sufficiently large (k3(T ) � k2(T ))
the wave is unique. For k3 ≡ 0, a wave, as shown in [Kha 4–7], can be nonunique.
Apparently, nonuniqueness arises for small k3. However, from the general theorem
concerning the existence of waves we can only conclude that the sum of the indices
over all monotone (we mean the monotonicity of functions u(x)) waves is equal to
1. This means that if we consider solutions with nonzero indices (i.e., those which
do not vanish with a small change in the parameters), there must then be an odd
number of them, but how many is, in fact, not known. Therefore, to determine the
number of waves other approaches also need to be employed. One of the possible
approaches is associated with identifying the positive invariant sets. We recall
that this approach was employed in Chapter 8 (see §5.1) in studying waves in the
monostable case.

The basic idea in using positive invariant sets to study the number of waves
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consists in the following. First, we need to determine the conditions for which there
is more than one positive invariant set in the balance polyhedron; in particular,
conditions such that a wave cannot belong simultaneously to two sets. And, second,
we need to show that a wave exists in each invariant set. This approach can be
realized for the reactions (4.8) and for more involved examples.

Bibliographic commentaries1

Earlier in this chapter the proof for the existence of waves in combustion
problems was carried out by the Leray-Schauder method (see [Vol 6, 22–25]).
There are many papers in which the existence of combustion waves is proved by
other methods. We turn our attention briefly to some of these papers, changing
the notation whenever necessary.

One of the first papers in which a proof for the existence of combustion waves
was given is a paper by Ya. I. Kanel′ [Kan 4]. In it he considered the system of
equations

(C.1)
u′′ − cu′ + f(u)v = 0,

λv′′ − cv′ − f(u)v = 0,

with boundary conditions

(C.2) u(±∞) = u±, v(−∞) = v− > 0, v(+∞) = 0.

Here u and v are, respectively, dimensionless temperature and concentration of the
initial substance; c is the wavespeed; λ is the ratio of the coefficient of diffusion
to the coefficient of heat conduction; f(u) = 0 for u < α, f(u) > 0 for u > α,
u− < α < u+.

Setting p = u′ and considering u as an independent variable, from (C.1) we
obtain

(C.3)

dp

du
= c− f(u)v

p
,

dv

du
=
c

λp
(u+ v − u+)−

1
λ
.

Instead of boundary conditions (C.2), the conditions specified are

(C.4) v(u−) = v−, v(u+) = 0, p(u±) = 0.

The solution p(u) of system (C.3) may be estimated from above and from below by
the solutions p1(u) and p2(u) of the equations

dp

du
= c− f(u)u+ − u

p

and
dp

du
= c− f(u)u+ − u

λp

and, with the aid of these estimates, existence of solutions of problem (C.3), (C.4)
is established. Moreover, if 0 < λ < 1, uniqueness of the solution is also proved.
In [Beres 4] a proof is also given for the existence of solutions for system (C.1) and

1 See also the supplement to Part III.
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asymptotic solutions are obtained for the case in which the activation energy tends
towards infinity.

A problem of interest is that concerning the number of waves for λ > 1.
This problem was considered in [Bac 1] for the case in which the coefficients of
diffusion and heat conduction depend on the temperature. In this case the system
of equations has the form

(α1(u)u′)′ − cu′ + f(u)v = 0,

(α2(u)v′)′ − cv′ + f(u)v = 0,

where α2(u)/α1(u) ≡ λ. By methods similar to those used in [Kan 4] it was shown
that for arbitrary λ > 1 the function ϕ(u) = α1(u)f(u) can be selected so that at
least two waves exist. Nonuniqueness of combustion waves is shown also in [Bon 2].

As has already been noted, nonuniqueness can have a kinetic nature. This was
first proved in [Kha 4–7] for the case of parallel reactions by a method of matching
of asymptotic expansions (see also §4 and the supplement to Part III).

There are many papers in which existence of waves is proved on the basis of an
analysis of the behavior of trajectories in the phase space of an autonomous system
of first order equations: in [Vag 1] for the propagation of a combustion wave in a
condensed medium; in [Shk 2] in the presence of heat loss for a reaction of zero
order; in [Vol 33] for polymerization and crystallization that, in essence, are close
to sequential reactions; in [Kis 1] for the case of more complex kinetics.

In [Beres 1, Bon 1, Hei 1] the Leray-Schauder method is applied in proving
the existence of combustion waves with a complex kinetics. This method is applied
in proving the existence of solutions on a finite interval, following which a passage
to the limit is made over the length of the interval.

Problems relating to the stabilization of solutions of equations from combustion
theory were studied in [Kan 5]. Finally, we note also the papers [Beres 2–4,
Braun 1, 3, Gio 1, Has 5, Nor 1, 2] in which various problems of combustion are
considered.



CHAPTER 10

Estimates and Asymptotics
of the Speed of Combustion Waves

The speed of combustion waves is an important characteristic of these waves.
A large number of papers devoted to a study of this characteristic exist, mainly,
by approximate analytical and asymptotic methods (see the commentaries to this
chapter and the supplement to Part III). Here, as a rule, a question arises about the
accuracy of the results obtained and the domain of their applicability. Therefore,
in many cases analytical investigations are supplemented by numerical studies. In
this chapter the speed of combustion waves is investigated by the minimax method
and by the method of successive approximations, a method very little employed
for the study of wave solutions of parabolic equations. This situation is apparently
associated with the fact that the mathematical theory has not been sufficiently
developed; moreover, in using these methods certain technical difficulties can arise,
the sense of which will be made clear below.

A minimax representation for the wavespeed was obtained in Chapter 1 for
a scalar equation and in Chapter 5 for monotone systems of equations describing
a broad class of gas combustion processes (see Chapters 8, 9). In this chapter a
minimax representation for the speed will also be obtained for a model of gasless
combustion. The minimax method makes it possible to obtain two-sided estimates
of the speed, the accuracy of which is determined by the proximity of estimates from
above and from below. If the asymptotics of the estimates from above and from
below are in agreement, then asymptotics of the speed will have been obtained.
In §1 the minimax method is applied to the analysis of several models of gasless
combustion; in §2 combustion of gases is considered.

The method of successive approximations (§3) also makes it possible to obtain
two-sided estimates and asymptotics of the speed. Its application to combustion
problems is illustrated for a model describing propagation of a combustion wave in
a condensed medium. We remark that the basic test-function used in the minimax
method in some cases serves as an accurate first approximation in the successive
approximations method.

§1. Estimates for the speed of a combustion wave in a condensed medium

1.1. Introduction. We consider the system of equations

κ
d2T

dx2
− v dT

dx
+ qϕ(a)k(T ) = 0,(1.1)

v
da

dx
+ ϕ(a)k(T ) = 0,(1.2)

describing propagation of the combustion front in a condensed medium during the
377
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course of a single-stage chemical reaction. Here T and a are the temperature and
concentration of a reactant, v is the speed of the front, x is a spatial variable,
−∞< x <∞, ϕ(a) gives the kinetics of the reaction, κ is the coefficient of thermal
diffusivity, q = Q/c, where Q is the thermal effect of the reaction and c is the heat
capacity. The reaction rate has an Arrhenius temperature dependence

k(T ) = k0 exp(−E/RT ) (Tc < T ),

k(T ) = 0 (Ti < T < Tc),

where Tc is the cut-off temperature, k0 is a pre-exponential factor, E is the
activation energy, and R is the gas constant. Boundary conditions in domains
of the cold reactant (x → −∞) and of the reaction products (x → +∞) have the
form

x→ −∞ : T = Ti, a = 1; x→ +∞ : dT/dx = 0,

where Ti is the initial temperature of the reactant.
It is well known that equations (1.1)–(1.2) can be reduced to a single equation

for the concentration as a function of the temperature

da

dT
=

κ

v2
ϕ(a)k(T )
T − Tb + qa

,(1.3)

T = Tc : a = 1; T = Tb : a = 0,(1.4)

where Tb is the combustion temperature, Tb = Ti + q.
Equation (1.3) can, in turn, be written in the form

(1.5) v2 = B(a(T ), T ),

where

(1.6) B(ρ(T ), T ) =
κϕ(ρ)k(T )

(T − Tb + qρ)dρ/dT
.

In case a(T ) is a solution of problem (1.3)–(1.4) the right-hand side of (1.5),
considered as a function of T , is a constant, equal to v2. We take an arbitrary
function ρ(T ) satisfying the same boundary conditions (1.4). Expression (1.6) is
then no longer a constant and the essence of the method being described consists
in the fact that the minimal and maximal values of the function B(ρ(T ), T ) yield
estimates of v2 from below and from above, respectively. We remark that function
ρ(T ) can be chosen in an arbitrary way and an arbitrary test function allows us
to obtain the estimates. Nevertheless, the closer the test function is to the exact
solution, the better are the estimates obtained, and conversely, the accuracy of the
estimates obtained indicates the proximity of the test function to the exact solution.
Thus we are in a position to clarify the accuracy of approximate solutions known
in the literature.
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As a simple example of an application of this approach we obtain estimates of
the speed for a first order reaction (ϕ(a) = a):

(1.7) σ < v2 <
σ

1− σ/(κk(Tb))
,

where

σ = κ

∫ Tb

Tc

k(T ) dT
T − Ti

.

In order to analyze these estimates, we note that for large activation energies
the integral in (1.7) can be calculated approximately by means of the Frank-
Kamenetskĭı transform [Fran 1]

∫ Tb

Tc

k(T ) dT
T − Ti

≈ RT 2
b k(Tb)

E(Tb − Ti)
.

Thus, from (1.7) it follows that

κk(Tb)
RT 2

b

Eq
< v2 < κk(Tb)

RT 2
b

Eq
/

[
1− RT

2
b

Eq

]
.

As a rule, the quantity RT 2
b /Eq is of order 0.1, and thus we can find a value for

the speed accurate to within several percent.
A second example relates to heterogeneous combustion with wide reaction

zones, usually modeled by means of exponential kinetics

ϕ(ρ) = exp[−m(1− ρ)] (ρ > 0),

ϕ(ρ) = 0 (ρ � 0).

In this case,

σ1 < v
2 < eσ1 (e ≈ 2.71),

where

σ1 = κk0m exp
[
1− 2

(
Em

Rq

)1/2

+
mTi
q

]
.

The content of this section is as follows. In §1.2 we give a precise formulation
of the minimax approach and a short proof of it. Two-sided estimates of the speed
for an nth order reaction are derived in §1.3. In §1.4 some generalizations of the
approaches used are considered for the case of a reaction of arbitrary kinetics.
Exponential kinetics, in the case of large m, is considered in §1.5.
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1.2. Variational approach. We introduce the following dimensionless vari-
ables and parameters:

θ = (T − Tb)/q; γ = RT 2
b /(qE); β = RTb/E;

h = (Tc − Ti)/q, δ = β/γ, u = v/[κγk0 exp(−1/β)]1/2.

Problem (1.3)–(1.4) then takes the form

(1.8)
da

dθ
= − 1

γu2
ϕ(a)Φ(θ)
a+ θ

,

where the initial temperature is θi = −1, θc = −1 + h; the burning temperature is
equal to 0, and the boundary conditions may be written as

(1.9) a(θc) = 1, a(0) = 0.

Here

Φ(θ) = exp[θ/(γ + βθ)] (θc � θ � 0),

Φ(θ) = 0 (θi � θ < θc).

We denote by Ω1 the set of smooth, monotonically decreasing functions ρ(θ),
defined on [θc, 0] and satisfying the boundary conditions

ρ(θc) = 1, ρ(0) � 0.

We consider also the set of smooth, monotonically decreasing functions ρ(θ), defined
on [θc, θ∗] for arbitrary θ∗, θc < θ∗ � 0, and satisfying the boundary conditions

ρ(θc) = 1, ρ(θ∗) = −θ∗.

We denote this set of functions by Ω2.

Theorem 1.1. Let Ω1 and Ω2 be the sets of functions described above. Then

(1.10) u2 = inf
ρ∈Ω1

max
θc�θ�0

B(ρ(θ), θ) = sup
ρ∈Ω2

min
θc�θ�θ∗

B(ρ(θ), θ),

where

(1.11) B(ρ(θ), θ) ≡ − 1
γ

ϕ(ρ)Φ(θ)
(ρ+ θ)dρ/dθ

.

From (1.10) we have the following inequalities for arbitrary ρ1 ∈ Ω1, ρ2 ∈ Ω2:

(1.12) min
θc�θ�θ∗

B(ρ2(θ), θ) � u2 � max
θc�θ�0

B(ρ1(θ), θ).

These inequalities play an important role later on in a derivation of estimates of
the speed. Moreover, (1.10) follows from (1.12) since there exists a test function—
namely, the exact solution—for which (1.10) is satisfied. Thus it is sufficient to
prove (1.12).
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Proof. Suppose that the inequality on the right-hand side of (1.12) does not
hold. Then there exists a function ρ1 ∈ Ω1 such that

u2 > B(ρ1(θ), θ)

and such that, for arbitrary θ,

dρ1
dθ

< − 1
γu2

ϕ(ρ1)Φ(θ)
ρ1(θ) + θ

.

Therefore, if trajectory ρ(θ) of equation (1.8) intersects the graph of the test
function at a point θ̃ ∈ [θc, 0), i.e., a(θ̃) = ρ1(θ̃), then

da/dθ|θ=eθ > dρ1/dθ|θ=eθ.

Since this inequality is also satisfied for θ = θc, we have a(θ) > ρ(θ) for arbitrary
θ ∈ (θ̃, 0]. If ρ1(0) > 0, then a(0) > 0 and we obtain a contradiction with boundary
conditions (1.9). In case ρ1(0) = 0, there exists a whole family of trajectories coming
into the point (0, 0), which contradicts the saddle-type nature of this point.

The inequality on the left side of (1.12) is proved similarly.

Remark. The statement of the theorem remains valid even in the cases of a
reaction of zero order and of exponential kinetics, although here the point (0, 0) is
not even a stationary point.

1.3. Estimates of the speed of the front for an nth order reaction. In
this section we assume that ϕ(a) = an. We first consider the case of a reaction of
the first order (n = 1). As a test function we take

(1.13) ρ(θ) = 1− J(θ)/J(0),

where

(1.14) J(θ) =
∫ θ

θc

Φ(θ) dθ
γ(1 + θ)

.

It is easy to see that ρ(θ) is a smooth, monotonically decreasing function satisfying
the boundary conditions (1.9). Thus this function can be used both for obtaining
estimates from above and for obtaining estimates from below.

Substituting (1.13), (1.14) into (1.11), we obtain the following expression:

(1.15) B(ρ(θ), θ) = J(0)
ρ(θ)(1 + θ)
ρ(θ) + θ

,

for which maximal and minimal values must be found. We show that these values
are J(0) and J(0)/[1− γJ(0)], respectively, assuming, for simplicity, that

(1.16) h > (1− δ)/δ.

This condition is not a necessary condition; nevertheless, since it is satisfied for
parameter values typical for combustion, we shall require its fulfillment.

Lemma 1.1. Suppose that condition (1.16) is satisfied. Then function ξ(θ),
defined by the expression

ξ(θ) = γJ(θ) exp
[
− θ

γ(1 + δθ)

]
,

is a monotonically increasing function of θ.
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Proof. It is easy to see that the equation

ξ′(θ) = 0

is equivalent to

ξ(θ) = R(θ),

where

R(θ) = γ(1 + δθ)2/(1 + θ).

From (1.16) it follows that R(θ) is a monotonically increasing function for θ ∈ (θc, 0),
and we show that

(1.17) ξ(θ) < R(θ)

for arbitrary θ ∈ (θc, 0). If (1.17) is not satisfied, then there exists a value θ̃, such
that ξ(θ)<R(θ) for θ ∈ (θc, θ̃) and ξ(θ̃) =R(θ̃) (i.e., ξ′(θ̃) = 0), since ξ(θc)<R(θc).
Thus we have ξ′(θ̃) = 0, R′(θ̃) > 0, and, consequently, in contradiction with (1.17),
ξ(θ) > R(θ) for θ less than θ̃ but sufficiently close to it. By virtue of (1.17),
ξ′(θ) > 0.

Lemma 1.2. Suppose (1.16) is satisfied. Then for γ < 1

ξ(θ) < 1 (θc � θ � 0).

Proof. It follows from the proof of Lemma 1.1 that for arbitrary θ ∈ [θc, 0]

ξ(θ) � R(θ) � R(0) = γ < 1.

Lemma 1.3. Assume ξ(θ) < 1 for arbitrary θ ∈ [θc, 0]. Then

(1.18) ρ(θ) + θ > 0 (θc � θ < 0).

Proof. Inequality (1.18) is equivalent to

(1.19) q(θ) ≡ J(θ)/(1 + θ) < J(0) (θc � θ < 0).

It is easy to see that q(θc) = 0, q(0) = J(0). In addition, q(θ) is a monotonically
increasing function since

q′(θ) =
1− ξ(θ)
γ(1 + θ)2

exp
θ

γ(1 + δθ)
> 0,

and, consequently, (1.19) is satisfied.

We proceed now to the proof of the main result for the case of a first order
reaction.
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Theorem 1.2. Let u be the speed of propagation of the combustion wave in
problem (1.8)–(1.9), where ϕ(a) = a. We assume that condition (1.16) is satisfied
and that γ < 1. Then

(1.20) J(0) < u2 < J(0)/[1− γJ(0)].

Proof. We show that for arbitrary θ ∈ [θc, 0]

J(0) = B(ρ(θc), θc) � B(ρ(θ), θ) � B(ρ(0), 0) = J(0)/[1− γJ(0)].
It follows from Lemma 1.3 that B(ρ(θ), θ) is a smooth function. Then

B(ρ(θ), θ) = J(0) + J(0)
(−θ)(1 − ρ)
ρ+ θ

� J(0)

and the inequality on the left in (1.20) is established.
In fact, under the assumptions made, B(ρ(θ), θ) is a monotonically increasing

function; however, we confine the discussion to proving that if B(ρ(θ), θ) has a
maximum at point θm, then

B(ρ(θm), θm) � B(ρ(0), 0).
The equation B′(ρ(θ), θ) = 0 is equivalent to θm = −ξ(θm)ρ(θm). Consequently,

(1.21) B(ρ(θm), θm) = J(0)
ρ(θm)(1 + θm)
ρ(θm) + θm

= J(0)
1 + θm

1− ξ(θm)
.

Since ξ(θ) is a monotonically increasing function, we have

0 � ξ(θ) � γJ(0)
and (1.20) then follows from (1.21). This completes the proof of the theorem.

We consider the case 0 � n � 1 and take the test function in the form

(1.22) ρ(θ) = [1− J(θ)/J(0)]1/(2−n).

As above, ρ(θ) is a monotonically decreasing function satisfying the boundary
conditions (1.9). Substituting (1.22) into (1.11), we obtain

B(ρ(θ), θ) = (2− n)J(0)(1 + θ)/[1 + θ/(1− J(θ)/J(0))]1/(2−n).

It is easy to see that the denominator of the right-hand side is a monotonically
decreasing function of n for arbitrary fixed θ. Then

B(ρ(θ), θ) � (2− n)J(0)(1 + θ)/[1 + θ/(1− J(θ)/J(0))]
� (2− n)J(0)/[1− γJ(0)]

as in the case of a reaction of the first order. Further,

B(ρ(θ), θ) = (2− n)J(0)[1 + (−θ)(1 − ρ)/(ρ+ θ)] � (2− n)J(0).

A result of our considerations is the following theorem.

Theorem 1.3. Let u be the speed of the wave in problem (1.8)–(1.9). Let us
assume that 0 � n � 1, γ < 1, and that (1.16) is satisfied. Then

(2− n)J(0) < u2 < (2− n)J(0)/[1− γJ(0)].

We proceed now to estimate the speed of the combustion wave in the case
1 < n � 3.
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The test function is taken in the form

(1.23)
ρ2−n(θ) = 1 +

n− 2
σ
J(θ) (n �= 2),

ρ(θ) = exp
[
− 1
σ
J(θ)

]
(n = 2).

Parameter σ will be selected later. We note, in the case n > 1, that σ is selected
differently when obtaining estimates from above and from below.

Substituting (1.23) into (1.11), we obtain

(1.24) B(ρ(θ), θ) = σ
ρ(θ)(1 + θ)
ρ(θ) + θ

.

In deriving estimates from above, the denominator in (1.24) must be positive. This
condition can be written as

σ > F (θ) (θc � θ < 0),

where

F (θ) =
(2− n)J(θ)
1− (−θ)2−n (n �= 2),

F (θ) = −J(θ)/ ln(−θ) (n = 2).

The simplest method of obtaining estimates from below consists in the follow-
ing. Let θm be the maximum point of function F (θ). We set

(1.25) σ = F (θm).

Then

1 � ρ(θ) > −θ (θc � θ < θm),
ρ(θm) = −θm,

and we can use the minimax approach to obtain estimates of the speed from below.
Taking into account (1.25) and the inequality

(1.26) B(ρ(θ), θ) = σ
ρ(θ)(1 + θ)
1 + θ/ρ(θ)

� σ (θc � θ � 0)

we obtain
u2 � min

θc�θ�θm

B(ρ(θ), θ) � σ � F (θ) (θc � θ � 0).

Thus, each value of function F (θ), θc � θ � 0, can be considered as an estimate
from below for u2:

u2 � (2 − n)J(0)/[1− (−θ)2−n].

When n � 1.5, we can take θ = 0, which gives u2 � (2 − n)J(0). In case n > 1.5,
it is better to take

θ = −
(
γ

2− n
1− γ2−n

)1/(n−1)

.

To obtain estimates of the speed of propagation from above, we must find
the maximum value of B(ρ(θ), θ). As a rule, this problem becomes involved when
seeking an analytic solution. It could be solved numerically, but our principal aim
here is to obtain analytical estimates. We proceed by obtaining estimates from
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above for the maximum value of function B. The main idea consists in obtaining
estimates of ρ(θ) from below and obtaining, thereby, a new function instead of B,
one which we can study analytically.

Lemma 1.4. Let condition (1.16) be satisfied. Then for an arbitrary root θr of
the equation

(1.27)
dB(ρ(θ), θ)

dθ
= 0

we have the inequality

(1.28) −γ < θr,

proving that γ < 1, n � 3.

Proof. Equation (1.27) can be written in the form

θ + ξ(θ)(2 − n) ρ2−n

1− ρ2−n (1− ρ) = 0.

It is easy to see that for 0 � n � 3, 0 � τ � 1, we have the inequality

(1.29) 0 � (2− n) τ2−n

1− τ2−n (1 − τ) � 1.

From (1.29) it follows that all solutions of equation (1.27) lie in the interval (θ1, 0),
where θ1 is the solution of the equation

θ + ξ(θ) = 0.

Since ξ(θ) � γ for θ arbitrary, θc � θ � 0, then θ1 > −γ and the lemma is thereby
proved.

Remark. The same result (1.28) holds for solutions of the equation

F ′(θ) = 0,

since it can also be written in the form

θ + ξ(θ)(2 − n) (−θ)2−n
1− (−θ)2−n (1 + θ) = 0.

Lemma 1.5. Let condition (1.16) be satisfied, 0 � n � 3, and let γ < 1. Then
for −γ � θ � 0

(1.30) J(θ) � J(0)[bθ + 1],

where
b = (1− p)/γ, p = J(−γ)/J(0).

Proof. It is sufficient to show that J ′′(θ) > 0. We have

J ′′(θ) =
1− γR(θ)

γ2(1 + θ)(1 + δθ2)
exp

θ

γ(1 + δθ)
> 0,

since γR(θ) < γR(0) = γ < 1. On the right-hand side of (1.30) a straight line joins
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the two points (0, J(0)) and (−γ, J(−γ)), so that (1.30) is satisfied by virtue of the
convexity of J(θ).

Lemma 1.6. Suppose that (1.16) is satisfied and that γ < 0.45. Then

γ < 1− 2p.

Proof. It is easy to see that for δ � 0.5

(1.31) p =
J(−γ)
J(0)

=
ξ(−γ)
ξ(0)

exp
[
− 1

1− δγ

]
� exp

[
− 1

1− γ/2

]
,

and that the inequality

γ + 2 exp
[
− 1

1− γ/2

]
< 1

is satisfied for the indicated values of γ.

Theorem 1.4. Let u be the speed of propagation of the combustion wave in
problem (1.8)–(1.9). Let us assume that 1 � n � 3, γ < 0.45, and that (1.16) is
satisfied. Then

u2 � (2− n)J(0)
1− (0.64γ)2−n

.

Proof. Since the maximum of B(ρ(θ), θ) occurs on the interval (−γ, 0), we
have

(1.32)
u2 � max

θc�θ�0
B(ρ(θ), θ) = max

−γ�θ�0
σ

1 + θ
1 + θ/ρ

� max
−γ�θ�0

σ

1 + θ/[1 + (n− 2)σ−1J(0)(bθ + 1)]1/(2−n)

if σ is such that the denominators of the fractions in (1.32) are positive for all θ,
−γ � θ � 0. Let us set

σ =
(2− n)J(0)

1− (n− 1)bn−2
.

Then σ is positive for 1 � n � 3 if γ < 2− 2p. This condition is satisfied by virtue
of Lemma 1.6. To prove positivity of the denominators it is sufficient to show that
the last of them in (1.32) is positive. We denote it by f(θ). Then

f(θ) = 1 +
θ

[−bθ + (n− 1)bn−2(bθ + 1)]1/(2−n)
.

It is easy to see that f(0) = 1, f ′(0) = 1, and that f(θ) has only one minimum at

θM =
(n− 2)bn−3

1− (n− 1)bn−2

and

f(θM ) =
1− bn−2

1− (n− 1)bn−2
.

Since γ < 2 − 2p, then f(θM ) > 0, and it follows from Lemma 1.2 that θM > −γ
for γ < 0.45. Thus

max
−γ�θ�0

σ

f(θ)
=

(2− n)J(0)
1− bn−2
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and

u2 � (2− n)J(0)
1− [(1 − p)/γ]n−2

� (2− n)J(0)
1− (0.64γ)2−n

by virtue of (1.31). This completes the proof of the theorem.

Remark 1. In case 0.45 < γ < 1 we can set

σ = J(0)[1− (n− 1)p]

and, following similar arguments, we obtain

u2 � J(0)[1 − (n− 1)p]
1− γ[(1− p(n− 1))/(1− p)]1/(n−2)

.

Remark 2. The above analysis allows us to present an approximate formula
for the speed of the combustion wave:

u2 =
(2 − n)J(0)
1− γ2−n (0 � n � 3).

1.4. Arbitrary kinetic laws. We proceed now to estimate the speed of a
combustion wave in the case of arbitrary kinetic laws. In fact, we could also
consider arbitrary temperature dependences; nevertheless, for simplicity we confine
the discussion to Arrhenius dependence. Thus we consider problem (1.8)–(1.9)
with the function Φ(θ) defined above, and an arbitrary function ϕ(a) satisfying the
conditions

ϕ(0) = 0, ϕ(1) = 1

(certain other restrictions will be indicated later).
As was done above, for the test function we take a solution of the equation

(1.33)
dρ

dθ
= − 1

γσ

ϕ(ρ)Φ(θ)/ρ
1 + θ

.

Let

Ψ(ρ) =
∫ 1

ρ

ξ dξ

ϕ(ξ)
.

Then, integrating (1.33), we obtain

Ψ(ρ) = J(θ)/σ.

Here the boundary condition ρ(θc) = 1 is satisfied. For simplicity, we shall assume
that Ψ(0) <∞. We set

σ = J(0)/Ψ(0).

Then ρ(θ) is a solution of the equation

(1.34) J(0)/Ψ(0) = J(θ)/Ψ(ρ).

Since ρ(0) = 0, the test function is appropriate for obtaining estimates, both
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from above and from below. Substituting ρ(θ) into (1.11), we obtain (1.24). The
condition for positivity of the denominator in (1.24) can be written in the form

(1.35) J(0)/Ψ(0) > J(θ)/Ψ(−θ) (θc < θ < 0).

From this, as we did above, we can conclude that

B(ρ(θ), θ) � σ

and, consequently,
u2 � J(0)/Ψ(0).

To obtain estimates from above, we estimate the roots of the equation

(1.36) dB(ρ(θ), θ)/dθ = 0,

and also function ρ(θ) in (1.24) by means of a linear function on this interval. The
expression obtained thereby can be readily studied.

Equation (1.36) can be rewritten in the form

−θm = g(ρ)ξ(θm),

where

g(ρ) ≡ ρ
2(1 − ρ)
ϕ(ρ)Ψ(ρ)

.

Let

(1.37) gm = max
0�ρ�1

g(ρ)

and let us assume that condition (1.16) is satisfied. Then

θm > −γgm

(compare with Lemma 1.4). As was the case above, the points at which the function
on the right-hand side of (1.35) attains maxima are also situated on the interval
(−γgm, 0). Thus, positiveness of the denominator of B follows from the estimates
presented below. Since J ′′(θ) > 0, we have

J(θ)
J(0)

� 1− θ

θ1

[
1− J(θ1)

J(0)

]
(θ1 � θ � 0),

where
θ1 = −γgm.

Taking (1.34) into account, we obtain

Ψ(ρ)
Ψ(0)

� 1− θ

θ1

[
1− J(θ1)

J(0)

]
(θ1 � θ � 0)

and, consequently,

−θ � 1
k

(
1− Ψ(ρ)

Ψ(0)

)
(θ1 � θ � 0),

where
k = −[1− J(θ1)/J(0)]/θ1.
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Thus,

u2 � max
θc�θ�0

σ
ρ

ρ+ θ
= max
θ1�θ�0

σ
1

1 + θ/ρ

� max
0�ρ�1

σ

1− [1−Ψ(ρ)/Ψ(0)]/(kρ)
.

Let

(1.38) pm = max
0�ρ�1

p(ρ), p(ρ) = [1−Ψ(ρ)/Ψ(0)]/ρ.

Then

u2 � σ

1− γgmpm/[1− J(θ1)/J(0)]
� σ

1− γgmpm/[1− exp(−gm)]
.

As a result of these considerations, we have the following theorem.

Theorem 1.5. Let u be the speed of the combustion wave in problem (1.8)–
(1.9) with the arbitrary kinetics ϕ(a) satisfying the conditions formulated above.
Let us assume that (1.16) is satisfied and that

γ < min
[
1− exp(−gm)

gmpm
, 1
]
,

where gm, pm are given by formulas (1.37), (1.38). Then

(1.39)
J(0)
Ψ(0)

� u2 � J(0)/Ψ(0)
1− γgmpm/[1− exp(−gm)]

.

For γ sufficiently small, (1.39) gives an accurate approximation for the propa-
gation velocity.

We apply the results obtained to the case of exponential kinetics:

ϕ(a) = exp[−m(1− a)] (a > 0),

ϕ(a) = 0 (a < 0).

We have

(1.40)

Ψ(ρ) = [(1 +mρ) exp(m(1 − ρ))− (1 +m)]/m2,

g(ρ) = m2 ρ2(1 − ρ)
(1 +mρ)− (1 +m) exp[−m(1− ρ)] ,

p(ρ) =
1− (1 +mρ) exp(−mρ)
[1− (m+ 1) exp(−m)]ρ

,

and the problem consists in finding gm and pm.
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Lemma 1.7. If m � 3, then gm = 1. For m > 3

gm � Am = (3 +m)2/(4m)− 2.

Proof. Inequality g(ρ) � 1 is equivalent to

(1.41) r(x) � 1,

where

x = 1− ρ, r(x) =
[
1−mx+ 2m2x2

1 +m
− m2x3

1 +m

]
exp(mx).

Since r(0) = 1, r′(x) � 0 for 0 � x � 1, m � 3, formula (1.41) is satisfied. Consider
the case m > 3. We have g(0) = 0, g(1) = 1, and from

g′(ρ∗) = 0

it follows that

(1.42) (1 +m) exp[−m(1− ρ∗)] =
2mρ2∗ + (3 −m)ρ∗ − 2
−mρ2∗ + (3 +m)ρ∗ − 2

.

Substituting (1.42) into (1.40), we obtain

g(ρ∗) = −mρ2∗ + (3 +m)ρ∗ − 2 � Am.

Lemma 1.8. Let x∗ be a positive solution of the equation

expx = x2 + x+ 1

(x∗ ≈ 1.793). Then

pm = 1 (m � x∗),

pm = mζ(x∗)/[1− (m+ 1) exp(−m)] (m > x∗),

where
ζ(x) = [1 − (1 + x) exp(−x)]/x.

Proof. Function p(ρ) can be written in the form

p(ρ) = mζ(mρ)/[1 − (m+ 1) exp(−m)].

Consequently,
pm = max

0�mρ�m
ζ(mρ)m/[1− (m+ 1) exp(−m)].

It is easy to see that function ζ(x) increases monotonically for x < x∗ and
decreases for x > x∗. Consequently,

max
0�mρ�m

ζ(mρ) = ζ(m) (m < x∗),

max
0�mρ�m

ζ(mρ) = mζ(x∗)/[1− (m+ 1) exp(−m)] (m > x∗),

and the lemma is proved (ζ(x∗) = 0.298).
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As a result, we have

(1.43)
m2J(0)

exp(m)− (m+ 1)
� u2 � m2J(0)

exp(m)− (m+ 1)
1

1− γcm
,

where

cm = e/(e− 1) ≈ 1.582 (m < x∗),

cm = 1.582mζ(x∗)/[1− (m+ 1) exp(−m)] (x∗ � m � 3),

cm = Ammζ(x∗)/[1− (m+ 1) exp(−m)]/[1− exp(−Am)] (m > 3).

In particular,

c1 ≈ 1.582, c2 ≈ 1.587, c3 ≈ 1.766, c4 ≈ 2.130, c10 ≈ 7.438.

The larger the value of m, the less accurate the estimates (1.43) turn out to be.
This is connected with the fact that the test function constructed above is designed
for a narrow reaction zone. For large m the reaction zone becomes wide, a case to
be examined in the next section.

1.5. Estimates of the speed of a combustion wave for exponential
kinetics. In this case it is convenient to use the following dimensionless variables
and parameters:

θ = (T − T∗)/q, γ = (RT 2
∗ )/(Eq), δ = q/T∗, θi = (Ti − T∗)/q,

θc = (Tc − T∗)/q, θb = (Tb − T∗)/q, h = θc − θi,

u = v[mκk0 exp(−m+mθb − E/RT∗)]−1/2.

The scaling temperature T∗ is specified by the equation m = RT 2
∗ /Eq. Then (1.3)–

(1.4) may be written in the form

da

dθ
= − 1

u2
exp[ma−mθb +mθ/(1 + δθ)]

ma−mθb +mθ
,

a(θc) = 1, a(θb) = 0.

To obtain estimates from above, we take as test function the solution of the
equation

dρ

dθ
= − 1

σ

exp[m(ρ+ θ − θb)]
m(ρ+ θ − θb)

,(1.44)

ρ(θc) = 1, ρ(θb) = 0.(1.45)

Parameter σ must also be found from (1.44)–(1.45). It is easy to show that σ < e.
Indeed, let

y(θ) = ρ(θ) + θ − θb.

Then (1.44)–(1.45) takes the form

(1.46)
dy

dθ
= 1− 1

σ

exp(my)
my

,

y(θc) = h, y(θb) = 0.
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Integrating (1.46) from θc to θb, we obtain

(1.47) σ

∫ mh

0

xdx

exp(x)− σx = m(1− h).

For simplicity, we shall assume that mh > 1. It then follows from (1.47) that σ < e.
In the opposite case the integral in (1.47) does not exist. In fact, for m large, σ
can be found more precisely. Without going into the details, we give the result:

σ ≈ e[1− 2π2/m2(1 − h)2] (m# 1).

Substituting ρ(θ) specified by (1.44), (1.45) into B(ρ(θ), θ), we obtain

B(ρ(θ), θ) ≡ −exp[mρ−mθb +mθ/(1 + δθ)]
m(ρ+ θ − θb)dρ/dθ

= σ exp
[
− mδθ2

1 + δθ

]
� σ � e.

Consequently, u2 � e, and in dimensional form we have

v2 � κmk0 exp
[
1− 2

(Em
Rq

)1/2
+mTi/q

]
.

To obtain estimates from below we consider the problem

(1.48)
dρ

dθ
= − 1

σ

exp[mρ−mθb +mθ/(1 + δθ)]
m(ρ− θb)

,

ρ(θc) = 1, ρ(0) = θb.

Obtaining σ from (1.48), we have

σ =
∫ 0

θc

exp[−mθb +mθ/(1 + δθ)] dθ/
∫ 1

θb

m(ρ− θb) exp(−mρ) dρ

=m
∫ 0

θc

exp[mθ/(1 + δθ)] dθ/{1− [1 +m(1− θb)] exp[−m(1− θb)]}.

For m sufficiently large

m

∫ 0

θc

exp[mθ/(1 + δθ)] dθ ≈ 1

and
σ ≈ 1

1− [1 +m(1− θb)] exp[−m(1− θb)]
> 1.

Substituting ρ defined by (1.48) into B(ρ(θ), θ), we find

B(ρ(θ), θ) = σ
ρ− θb

ρ+ θ − θb
> σ > 1.

Thus u2 > 1 and we have, finally,

κmk0 exp
[
− 2
(Em
Rq

)1/2
+mTi/q

]
� v2 � κmk0 exp

[
1− 2

(Em
Rq

)1/2
+mTi/q

]
.

§2. Estimates for the speed of a gas combustion wave

2.1. Minimax method. Test function. In this section we apply the min-
imax method for a single-stage nth order reaction in the case of similarity of the
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temperature and concentration fields (i.e., for equality of the coefficients of thermal
diffusivity and diffusion).

In coordinates connected with the wave, the stationary system of equations has
the form

κT ′′ + vT ′ + qank(T ) = 0,(2.1)

da′′ + va′ − ank(T ) = 0,(2.2)

where T is the temperature, a is the concentration of the initial substance; κ and d
are the coefficients of thermal diffusivity and diffusion respectively; q is the adiabatic
heating of the reaction; n is the order of reaction; v is the wavespeed; and

k(T ) =
{
k0 exp(−E/RT ) (T � T∗),
0 (Ti � T � T∗),

E is the activation energy; R is the gas constant; k0 is a pre-exponential factor; Ti
is the initial temperature; T∗ is the magnitude of “cut-off” in the source;

x = −∞ : T = Tb ≡ Ti + q, a = 0; x = +∞ : T = Ti, a = 1.

In the case κ = d, as is readily seen, T = Tb − qa and the system of equations
(2.1), (2.2) is reduced to a single equation

κT ′′ + vT ′ + q
(
Tb − T
q

)n
k(T ) = 0.

Making variables and parameters dimensionless,

γ =
RT 2

b

E(Tb − Ti)
, β =

RTb
E
, θ =

T − Tb
Tb − Ti

, k∗ = γk0 exp(−E/RTb),

u = v/
√

κk∗, ξ = x
√
k∗/κ,

we obtain

(2.3) θ′′ + uθ′ + (−θ)nk̃(θ)/γ = 0.

Here the prime indicates differentiation with respect to ξ,

k̃(θ) =
{ exp θ

γ+βθ (θ∗ � θ � 0),

0 (−1 � θ < θ∗),
θ∗ = (T∗ − Tb)/(Tb − Ti). Conditions at infinity have the form

(2.4) θ(−∞) = 0, θ(+∞) = −1.

We go from equation (2.3) to a system of two first order equations

θ′ = p, p′ = −up− (−θ)nk̃(θ)/γ,

whence we obtain the equation

(2.5)
dp

dθ
= −u− (−θ)nk̃(θ)/(γp)

with boundary conditions

(2.6) p(−1) = p(0) = 0.
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We make the change of variables
θ + p/u = −a.

We have

(2.7)
da

dθ
= − 1

γu2
(−θ)nk̃(θ)
a+ θ

, a(θ∗) = 1, a(0) = 0.

We note that this equation resembles that which is obtained for a zero coefficient
of diffusion (see §1). The difference is that on the right-hand side of (2.7) we have
(−θ)n instead of an.

As we have already remarked several times, selection of a test function does
not require a formal justification; however, a test function must express the char-
acteristic properties of solutions, otherwise the estimates will be poor. In the given
case, in choosing the test function we employ the following considerations. We
consider equation (2.7) as an equation for d = 0 with a zero order reaction (with
respect to a) and a somewhat modified temperature dependence for the reaction
rate. We construct the test function as was done in §1 for a zero order reaction:
we rewrite (2.7) in the form

(2.8) a
da

dθ
= − 1

γu2

(−θ)n exp θ
γ+βθ

1 + θ/a
,

and replace θ/a at the right by θ, assuming that a(θ) is different from 1 only in
a narrow interval close to θ = 0; we then solve the resulting equation, using the
boundary condition on the left. Thus we obtain the test function

(2.9) ρ(θ) =
√
1− 2Jn(θ)/σ,

where

(2.10) Jn(θ) =
1
γ

∫ θ

θ∗

(−τ)n exp τ
γ+βτ

1 + τ
dτ

and σ is a parameter whose value is selected for obtaining best estimates.
We consider, further, the function

(2.11) B(θ, ρ(θ)) = − 1
γ

(−θ)n exp θ
γ+βθ

(ρ+ θ)dρ/dθ
.

Then, by virtue of the minimax method,

(2.12) min
θ∗�θ�0

B(θ, ρ(θ)) � u2 � max
θ∗�θ�0

B(θ, ρ(θ)).

We recall that to obtain estimates from above function ρ(θ) must satisfy the
conditions

(2.13) ρ(θ) + θ > 0 for θ∗ < θ < 0,

and, for estimates from below,

(2.14) ρ(θ) + θ > 0 for θ∗ < θ < θ0 � 0, ρ(θ0) = θ0
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(if θ0 < 0, then the minimum in (2.12) is taken over the interval θ∗ � θ � θ0).
Substituting (2.9), (2.10) into (2.11), we obtain

(2.15) B(θ, ρ(θ)) = σ
(1 + θ)ρ
θ + ρ

.

We note that
dρ

dθ
= − 1

γσ

(−θ)n exp θ
γ+βθ

(1 + θ)/ρ
,

therefore, for σ = 2J(0), ρ(0) = 0 and ρ′(0) = 1/
√
2J(0)γ for n = 1 and ρ′(0) = 0

for n > 1.

2.2. Estimates of the speed from below. It is easy to see that B � σ for
θ + ρ > 0. Therefore, setting σ = 2Jn(0), we obtain an estimate from below:

(2.16) u2 � 2
γ

∫ 0

θ∗

(−τ)n exp τ
γ+βτ

1 + τ
dτ.

We note that the narrow reaction zone method also yields an estimate of the
speed from below (see [Zel 5, Vag 1]):

u2 > 2J̃n =
2
γ

∫ 0

θ∗

(−τ)n exp τ

γ + βτ
dτ.

It is easy to see that Jn > J̃n, i.e., the estimate (2.16) is more precise than that
obtained by the narrow zone method. Moreover, if for condensed system (d= 0) the
difference between these estimates is small, then, in the case of the combustion of
gases, this difference can be substantial. For example, for γ = 0.1, θ∗ =−0.9, β = 0,
and n = 1, we have J1 ≈ 0.13, J̃1 ≈ 0.10, and for n = 2, J2 ≈ 0.031, J̃2 ≈ 0.020.
Thus, for n = 2 these estimates already differ by a factor of 1.5, whereby, as n
increases, the difference increases. For n = 0 the estimate (2.16) coincides with the
estimate for d = 0.

Before presenting yet another estimate from below, we note that to satisfy
inequality (2.13) it is obviously sufficient that the following inequality be satisfied:

(2.17) σ >
2Jn(θ)
1− θ2 ≡ Φ(θ) (θ∗ � θ < 0).

If inequality (2.17) is not satisfied, and if for some θ = θ̃ we have the equality
σ = Φ(θ̃), then the estimate of the speed from below, namely, u2 � Φ(θ̃), follows
from the inequality B � σ. Since σ can be selected arbitrarily, for arbitrary θ the
following inequality is obviously satisfied:

u2 � 2Jn(θ)
1− θ2

(cf. §1).

2.3. Estimates from above for 0 � n � 1. As in the case of a condensed
medium, when n = 1 and with a corresponding choice of σ, the function B(θ, ρ(θ))
is a monotone function of θ upon the fulfillment of certain conditions on the
parameters of the problem. It attains its smallest value for θ = θ∗ ≡ −1 + h,
and its largest value for θ = 0. This makes it possible to calculate its minimum and
maximum explicitly for θ∗ � θ � 0.
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Thus, we consider B(θ, ρ(θ)) as a function of θ for n = 1, σ = 2J1(0). Equating
the derivative of B to zero, we obtain the equation

F (y) ≡ 2I1(0)
[
1− I1(y)

I1(0)

][
1−

√
1− I1(y)

I1(0)

]
− y2Φ(y) = 0,

where

I1(y) =

y∫
(−1+h)/γ

(−τ)Ψ(τ)
1 + γτ

dτ, Ψ(y) = exp
y

1 + βy
, y =

θ

γ
.

It is easy to see that F (0) = 0, F ((−1 + h)γ) < 0. Function F will therefore be
negative on the half-interval (−1 + h)/γ < y � 0 if it is negative at the extremum
points. From the equation F ′(y) = 0 we obtain

ρ(y) ≡

√
1− I1(y)

I1(0)
= −2γy

3
− y(1 + γy)

3(1 + βy)2
.

Substituting into the expression for F (y) the value of ρ(y) found at the extremum
points, and requiring the resulting function to be negative, we obtain the condition

(2.18)
2
27
I1(0)z2(3 + yz)− exp

( y

1 + βy

)
< 0,

where
(−1 + h)/γ � y � 0, z = 2γ + (1 + γy)(1 + βy)−2,

upon whose fulfillment function B is monotone. It is easy to see that for γ = 0 this
inequality has the form

2 + 2y/3 < 9ey

and is satisfied for all y (I1(0)→ 1 as γ → 0). We can therefore assume that (2.18)
is satisfied also for small γ.

Condition (2.18) is an explicitly verifiable condition on the parameters γ, β,
and h, although fairly involved. It can be established analytically under certain
conditions; however, it can also be verified numerically. One of the results of a
numerical verification is that (2.18) is satisfied in case β = γ < 1. Here we have
used the estimates

I1(0)|h �=0 < I1(0)|h=0 = −
1
γ2

+
1
γ

(
1 +

1
γ

)
ψ
(1
γ

)
� 1 + 2γ

1 + 6γ + 6γ2
,

where

ψ(η) = ηeηE1(η), E1(η) =
∫ ∞

η

e−t
dt

t
, ψ(η) � η2 + 5η + 2

η2 + 6η + 6

(see [Vol 34, Abr 1]).
Thus, under the above conditions on the parameters, we have the estimate

(2.19) 2J1(0) � u2 � 2J1(0)
1−
√
2J1(0)γ

.

Since J1(0) ≈ γ for γ small, the ratio of the estimate from below to the estimate
from above is of order 1− γ

√
2.
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We now obtain a similar estimate for 0 � n � 1. To do this we first establish
the inequality

pn(θ) � p1(θ), −1 + h � θ � 0, n < 1,

where pn(θ) = Jn(θ)/Jn(0). Actually, pn(−1+h) = p1(−1+h), pn(0) = p1(0). If we
assume that pn(θ) = p1(θ) at some intermediate point, the equation p′n(θ) = p

′
1(θ)

will then have at least two solutions in the interval −1 + h < θ < 0, which is not
possible. It may be easily verified that close to zero pn < p1. Consequently, this
inequality is satisfied over the whole interval.

We have

B = 2Jn(0)
1 + θ

1 + θ√
1−Jn(θ)/Jn(0)

� 2Jn(0)
1 + θ

1 + θ√
1−J1(θ)/J1(0)

.

Using the monotonicity of B for n = 1, we obtain the estimate

2Jn(0) � u2 � 2Jn(0)
1−
√
2J1(0)γ

, 0 � n � 1,

which is valid for the same values of the parameters γ, β, and h as the esti-
mate (2.19).

2.4. Estimates from above for arbitrary n. We shall assume that σ >
2Jn(0). Here ρ(0) > 0 and B(−1 + h) = B(0) = σ, and, when inequality (2.17) is
satisfied, B � σ for −1 + h � θ � 0. Therefore function B has a maximum on this
interval, which it is sufficient to estimate from above. We first estimate the interval
on which the extrema of function B are situated. From the equation B′ = 0 we
obtain

(2.20) η(θ)
2ρ2

1 + ρ
= −θ,

where

η(θ) = (−θ)−nγJn(θ)e−θ/(γ+βθ).

Since for 0 � ρ � 1

0 � 2ρ2

1 + ρ
� 1,

then all solutions of equation (2.20) lie on the interval θ1 � θ � 0, where θ1 is the
solution of equation

(2.21) η(θ) = −θ,

largest in absolute value. We present two ways to estimate solutions of equa-
tion (2.21).
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1) We estimate function η(θ) from above. To do this, we note that the derivative
η′(θ) vanishes for

η(θ) = P (θ) ≡ γ (−θ)(1 + δθ)2
(1 + θ)[−θ − γn(1 + δθ)2] .

It is easily verified that when conditions

(2.22) h >
1− δ
δ

and

(2.23) γn <
(1− h)(1 + h)2

4h2

are satisfied, P (θ) is a monotonically increasing function with a discontinuity at
θ = θ∗, −1 + h < θ∗ < 0, P (θ) > 0 for −1 + h � θ < θ∗, P (θ) � 0 for θ∗ < θ � 0.
Since η(−1 + h) = 0, then

η(θ) < P (θ), −1 + h � θ � θ∗.

Therefore, solutions of equation (2.21) may be estimated from below by means of
the solution of the equation

P (θ) = −θ,

which can be rewritten in the form

(2.24) γ(1 + δθ)2
[
n+

1
1 + θ

]
= −θ.

If inequality

(2.25) 1− h > γ(n+ 1)

is satisfied ((2.23) follows from (2.25)), then equation (2.24) has a unique solution
on the interval −1 + h � θ � 0, and for this solution θ we have

(2.26) θ > −(n+ 1)γ

if
γ(1− (n+ 1)γδ)2

[
n+

1
1− (n+ 1)γ

]
< (n+ 1)γ

or, after transforming this inequality, if

(2.27) δ(n+ 1)(2− γδ(n+ 1))(1 − γn) > 1.

For example, for n = 1, δ = 1 this condition is satisfied if γ < 0.25.
Thus, when conditions (2.22), (2.25), (2.27) are satisfied, the maximum point

of function B satisfies inequality (2.26).
2) We write equation (2.21) in the form

(2.28) ξ(θ) = (−θ)n+1,

where ξ(θ) = γJ(θ)e−θ/(γ+βθ). From the equation ξ′(θ) = 0 it follows that

(2.29) ξ(θ) = (−θ)n(γ + βθ)2/(γ(1 + θ)).

To simplify things, we confine the discussion to the case β = γ (δ = 1), although



§2. ESTIMATES FOR THE SPEED OF A GAS COMBUSTION WAVE 399

this is not mandatory. Since the function on the right of (2.29) has the maximum
value γnn(n+ 1)−(n+1), it follows that

ξ(θ) � γnn(n+ 1)−(n+1), −1 + h � θ � 0.

Consequently, solutions of equation (2.28) and the extrema of function B satisfy
the condition

(2.30) θ � − n

n+ 1

(γ
n

)1/(n+1)

.

We note that the extrema of function Φ satisfy the equation

(−θ)n+1 = ξ(θ)
2θ2

1− θ

and, by virtue of the same considerations, are situated on the same interval as the
extrema of function B. Therefore, if function B is positive and bounded from above
on this interval, then inequality (2.17) is valid on this interval and, consequently,
it is valid for all θ.

Let us estimate function B on the interval θ2 � θ � 0 for some θ2, −1 + h <
θ2 < 0. We consider first the simplest estimate. Since Jn(θ) � Jn(0), we have

B � σ 1 + θ
1 + θ(1 − 2Jn(0)/σ)−1/2

� σ 1 + θ2
1 + θ2(1− 2Jn(0)/σ)−1/2

.

Setting, for example, σ = 2Jn(0)/(1 + θ2)−1, we obtain

(2.31) B � 2Jn(0)/(1− (−θ2)1/2).

We show how this estimate can be improved, using as an example a reaction of the
first order (n = 1). To do this, we use the inequality (β � 0.5γ)

J1(θ) � J1(0)(1 + θ)/(1− γ),

which follows from the fact that J1(θ) � J1(0) and the derivative J ′′
1 (θ) is positive

for θ � −γ. For β � 0.5γ we have

B � σ 1 + θ
1 + θ(1− b(1 + θ))−1/2

,

where b = 2J1(0)/(σ(1 − γ)). Let us take σ = 2J1(0)/(1− γ). Then

B � 2J1(0)(1 + (−θ)1/2)/(1− γ).

Thus,

(2.32) B � 2J1(0)(1 + (−θ2)1/2)/(1− γ).

This approach can also be used for other n.
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From (2.26), (2.30), (2.32) we obtain the following estimates:

2Jn(0) � u2 � 2Jn(0)
1

1−
√
(n+ 1)γ

(when (2.22), (2.25), (2.27) are satisfied) and

2Jn(0) � u2 � 2Jn(0)
1

1−
√

n
n+1

(
γ
n

)1/(n+1)

(for β = γ). For n = 1 and under similar conditions

2J1(0) � u2 � 2J1(0)
1 +
√
0.5
√
γ

1− γ
(for β = γ) and

2J1(0) � u2 � 2J1(0)
1 +

√
2γ

1− γ
(for β � 0.5γ and when (2.22), (2.25), (2.27) are satisfied).

In particular, these estimates imply the following asymptotics of the speed:

(2.33) u2 ∼ 2Jn(0) ∼ anγn as γ → 0,

where

an =
∫ 0

−∞
(−τ)neτ dτ

(an = n! for integer n), since the asymptotics of estimates from above and from
below agree with one another and coincide with (2.33).

§3. Determination of asymptotics of the speed
by the method of successive approximations

3.1. Introduction. As in §1, we consider the system of equations

(3.1)
θ′′ − uθ′ + 1

γ
anΦ(θ) = 0,

ua′ +
1
γ
anΦ(θ) = 0.

Here θ is the dimensionless temperature; a is the concentration of the initial
reactant; u is the wavespeed; primes indicate differentiation with respect to the
spatial variable x; and

(3.2) Φ(θ) =
{ 0 (−1 � θ < −1 + h),

exp θ
γ+βθ (−1 + h � θ � 0).

Parameters β, γ, and h were defined in §1; n is the order of the reaction. Boundary
conditions as x±∞ have the form

θ(−∞) = −1, a(−∞) = 1; θ(+∞) = 0.

The method of successive approximations makes it possible to obtain estimates
of the speed from above and from below; moreover, a fortunate choice of an initial
approximation yields agreement in the asymptotics of estimates of the speed from
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above and from below already for first approximations, making it possible to obtain
asymptotics of the speed. Asymptotics of the speed of a combustion wave for the
indicated model was considered in [Berm 2, Gal 1, Il 4, Khu 2]. At the present
time we can consider as solved the problem of determining the two leading terms of
a nonuniform asymptotics when n < 2. Nonuniformity of the asymptotics is to be
understood here in the following sense: the limit of the asymptotics with respect
to small γ as n → 2 is equal to zero and does not coincide with the asymptotics
with respect to γ obtained for n = 2. Such a situation is typical for the case of an
application of the method of matched asymptotic expansions in powers of γ. The
origin of nonuniformity of the asymptotics is easily observed in the function

P (γ) =
(2− n)J(0)
1− γ2−n .

In §1 it was shown that this function yields a good approximation for the square of
the speed. Expansion of P (γ) in series in powers of the small parameter γ yields,
in the leading terms,

P (γ) ∼ (2 − n)(1 + γ2−n)→ 0 as n→ 2,

while P (γ) = 1/ ln(1/γ) for n = 2.
The method of successive approximations makes it possible to construct a

uniform asymptotics for n � 2.

3.2. Realization of the method of successive approximations for 0 �
n � 1. The system of equations (3.1) has a first integral and can be reduced to a
single equation in the usual way:

(3.3)
da

dθ
= − 1

γu2
an exp(θ/(γ + βθ))

a(θ) + θ

with boundary conditions

(3.4) a(−1 + h) = 1, a(0) = 0.

Here θ is a new independent variable, −1+h� θ � 0, a(θ) is the unknown function.
From (2.1), (2.2) we readily obtain

a2−n(θ) = 1− 2− n
γu2

∫ θ

−1+h

exp(τ/(γ + βτ))
1 + τ/a

dτ,(3.5)

u2 =
2− n
γ

∫ θ

−1+h

exp(τ/(γ + βτ))
1 + τ/a

dτ.(3.6)

Let us set

(3.7) a2−ni+1 (θ) = 1− 2− n
γu2

∫ θ

−1+h

exp(τ/(γ + βτ))
1 + τ/ai(τ)

dτ, a0(θ) ≡ 1.

Since a0(θ) � a(θ) for −1+ h� θ � 0, then, by virtue of (3.5), (3.7), a(θ) � a1(θ) �
a0(θ) for −1 + h � θ � 0. From this, by induction,

(3.8) a(θ) � ai+1(θ) � ai(θ) (−1 + h � θ � 0).

We denote by ã(θ) the limit of the sequence of functions {ai(θ)}. Upon passing
to the limit in equation (3.7) (we can pass to the limit under the integral sign by
Lebesgue’s theorem, using inequality (3.8)), we find that ã satisfies equation (3.5)
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and, consequently, equation (3.3). It is also clear that if u is the wavespeed, then
ã(−1 + h) = 1, ã(0) = 0.

Thus we have obtained a decreasing sequence of functions, converging to the
solution, and a corresponding sequence of inequalities for the speed

(3.9) u2 > Fi(u2) ≡
2− n
γ

∫ 0

−1+h

exp(τ/(γ + βτ))
1 + τ/ai(τ)

dτ (i = 0, 1, 2, . . . ),

the right-hand sides of which are functions of u2. It is easy to see that the Fi
decrease monotonically with respect to u2 and that Fi+1 > Fi. If we denote by u2i
the solution of the equation

(3.10) u2 = Fi(u2),

then for the functions (3.7) we have ai+1(0) = 0, where we have replaced u by
ui. Therefore, function Fi+1(u2) is defined for u2 > u2i . Thus, a solution of
equation (3.10) exists, is unique, and the sequence of numbers {ui} converges,
increasing, to the value of the speed.

We note that the successive approximations (3.7) are defined and converge to
the solution for arbitrary values of n � 0; however, expression (3.6) for the speed
and inequalities (3.9) are valid only for n < 2.

Along with the functions ai(θ) we define the functions αi(θ):

(3.11) α2−ni (θ) =
2− n
γu2

∫ 0

θ

exp(τ/(γ + βτ))
1 + τ/αi(τ)

dτ (i = 0, 1, 2, . . . ).

From the representation of the solution

(3.12) a2−n(θ) =
2− n
γu2

∫ 0

θ

exp(τ/(γ + βτ))
1 + τ/a(τ)

dτ

and inequalities (3.8), it follows that

(3.13) αi(θ) � αi+1(θ) � a(θ), i = 0, 1, 2, . . . (−1 + h � θ � 0).

Existence of the integral in (3.11) follows from the existence of the integral in (3.12)
and the inequalities (3.8).

Using the representation (3.6) for the speed and the inequalities (3.13), we
obtain

(3.14) u2 <
2− n
γ

∫ 0

−1+h

exp(τ/(γ + βτ))
1 + τ/αi(τ)

dτ (i = 0, 1, 2, . . . ).

Existence of the integral in (3.14) for all i obviously follows from existence of the
integral for i = 0. For existence of the latter it is sufficient to require existence of
the inequalities

(3.15) α0(θ) > −θ (0 � θ � −1 + h)

and

(3.16) lim
θ→0

(−θ/α0(θ)) < 1.
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For n > 1 inequality (3.15) does not hold near zero. In case n � 1, which we
consider in this section, this follows from the inequality α20(θ) > −θ, i.e.,

J0 ≡
2− n
γu2

∫ 0

θ

exp(τ/(γ + βτ))
1 + τ

dτ > −θ (−1 + h � θ < 0).

It is easy to verify that J ′′
0 (θ) < 0 for γ < h. Since J0(0) = 0 and J0(−1 + h)→ 1

as γ → 0 (u2 → 2− n as γ → 0; see §1), it follows that inequality (3.15) is satisfied
for γ sufficiently small. The value of the limit in (3.16) is equal to zero for n < 1
and to γu2 for n = 1.

Let us denote the right-hand side of (3.14) by Φi(u2). It is easy to see that for
u = ui the functions ai+1 and αi coincide; therefore, Φi(u2i ) = Fi+1(u2i ). Further,
the functions Φi(u2) are increasing, and, in the domain of definition, Φi+1 < Φi. If
we denote by ũ2i the solution of the equation

(3.17) u2 = Φi(u2)

(more exactly, the smallest of the solutions), we then obtain a decreasing sequence
of numbers ũi2, converging to the value of the speed. Solvability of equation (3.17)
for i > 0 follows from its solvability for i = 0, the latter being true for γ sufficiently
small, as will be seen later.

3.3. Asymptotics of the speed for 0 � n� 1. The following inequality was
proved above:

F1(u2) < u2 < Φ0(u2).

In this section we present the two leading terms in the asymptotic expansion of
functions F1 and Φ0 as γ → 0. It proves to be the case that these expansions
coincide and, in this way, asymptotics of the speed are obtained. We note that
for the functions Fi and Φi−1 (i > 1) a larger number of terms of the expansion
coincide, i.e., with their aid we can obtain the next terms of the asymptotics of the
speed. The estimate (3.9) for i = 0 coincides with the estimate obtained in §1 by
the minimax method, while function a1(θ) coincides with the basic test function
used there.

Function F1 can be represented in the form F1 = F11 + F12, where

F11 = (2− n)
0∫

−1+h
γ

exp
θ

1 + βθ
dθ,

F12 = (2− n)γ
0∫

−1+h
γ

−θ exp(θ/(1 + βθ)) dθ

γθ +
[
1− 2− n

u2

θ∫
−1+h

γ

exp(τ/(γ + βτ))
1 + τ

dτ

] 1
2−n

.

In the expression for F11 we make the change of variables x = β−1(1 + βθ)−1
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under the integral sign and employ the asymptotic representation for the incomplete
gamma-function:

0∫
−1+h

γ

exp
θ

1 + βθ
dθ

=
1
β2

exp(1/β)
[
− e

−x

x

∣∣∣∣x=
1/β

1+β(−1+h)/γ

x=1/β

− Γ(0, 1/β) + Γ
(
0,

1/β
1 + β(−1 + h)/γ

)]
= 1− 2γ + o(γ).

We denote by I12 the integral in the expression for F12. If in this integral we
formally let γ → 0, we obtain

(3.18) lim
γ→0

I12 =
∫ 0

−∞

−θ exp θ dθ
(1− exp θ)1/(2−n)

and the asymptotic representation for function F1 has the form

F1 = (2− n)
[
1− 2β − γ

∫ 0

−∞

−θ exp θ dθ
(1− exp θ)1/(2−n)

+ o(γ)
]
.

To justify the passage to the limit in (3.18), we break up the integral I12 into two
integrals with limits from (−1 + h)/γ to −N and from −N to 0, respectively. For
sufficiently large N and small γ the first of these integrals is small, while in the
second integral with constant limits we can pass to the limit as γ → 0 according to
Lebesgue’s theorem.

Similarly, we may obtain an asymptotic representation of the function Φ0(u2).
We note that if use is not made of the convergence u2 → 2− n as γ → 0, then, for
fixed u2,

Φ0(u2) = (2− n)
[
1− 2β + γ

( u2

2− n

) 1
2−n

∫ 0

−∞

−θ exp θ dθ
(1 − exp θ)1/(2−n)

+ o(γ)
]
.

From this follows, in particular, solvability of (3.17) for small γ, i = 0. Thus, for
0 � n � 1 the two leading terms of the asymptotics of estimates from above and
from below coincide; therefore, the asymptotics of the speed has the form

(3.19) u2 = (2− n)
[
1− 2β + γ

∫ ∞

0

x exp(−x) dx
(1− exp(−x))1/(2−n) + o(γ)

]
.

The coefficient of γ can be written in the form∫ ∞

0

x exp(−x) dx
(1− exp(−x))1/(2−n) =

2− n
1− n

[
Ψ
[
3− 2n
2− n

]
−Ψ(1)

]
,

where
Ψ(z) = Γ′(z)/Γ(z),

Γ(z) is the gamma-function, Ψ(z) is the digamma-function.
The asymptotics of the speed (3.19) coincides for 0 � n � 1 with the asymp-

totics, obtained in [Berm 2, Khu 2], through matching of asymptotic expansions.
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3.4. Method of successive approximations for 1 < n � 2. The initial
approximation considered in the preceding section does not allow us to obtain
asymptotics of the estimate from above for n > 1. Therefore we consider here
another approximation. To this end, we consider the equation

(3.20)
db

dθ
= − 1

γu2
bn

b+ θ
.

Comparing equations (3.3) and (3.20), we see that if b(θ) = a(θ), then db/dθ <
da/dθ, i.e., the trajectories of equation (3.20) intersect the trajectories of equa-
tion (3.3) from above downwards. Therefore, the solution of equation (3.20), with
the boundary condition b(0) = 0, for some θ = θ0 becomes equal to one. As
initial approximation we take the function b0(θ), which coincides with the indicated
solution when it is less than one, and is equal to one for −1 + h � θ � θ0. Thus,

(3.21) a(θ) � b0(θ) � 1 (−1 + h � θ � 0),

where a(θ) is the solution of problem (3.3), (3.4). As before, we specify the
successive approximations in the form

b2−ni+1 (θ) = 1− 2− n
γu2

∫ θ

−1+h

exp(τ/(γ + βτ))
1 + τ/bi(τ)

dτ (i = 0, 1, 2, . . . ).

From inequality (3.21) we have the inequality

a(θ) � bi(θ) � ai(θ), i = 0, 1, 2, . . . (−1 + h � θ � 0)

and from it, in turn, we have convergence of the successive approximations bi(θ) to
the solution a(θ) and the inequalities

u2 >
2− n
γ

∫ 0

−1+h

exp(τ/(γ + βτ))
1 + τ/bi(τ)

dτ (i = 0, 1, 2, . . . ).

To obtain estimates of the speed from above, we need to specify yet another
sequence of functions estimating the solution from below:

β2−ni (θ) =
2− n
γu2

∫ 0

θ

exp(τ/(γ + βτ))
1 + τ/bi(τ)

dτ (i = 0, 1, 2, . . . ).

If

(3.22) βi(θ) > −θ (−1 + h � θ < 0),

then

(3.23) u2 <
2− n
γ

∫ θ

−1+h

exp(τ/(γ + βτ))
1 + τ/βi(τ)

dτ (i = 0, 1, 2, . . . ).

We note that (3.22) does not yet imply finiteness of the integral in (3.23). Inequality
(3.23) will be used later for i = 0; therefore, we need to verify that it is satisfied in
this case.
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For θ � θ0, b0(θ) ≡ 1, we may therefore prove inequality (3.22) the same way
we proved inequality (3.15). Further, function β0 satisfies the equation

(3.24)
dβ0
dθ

= − 1
γu2

βn−1
0 b0 exp(θ/(γ + βθ))

b0 + θ

with the boundary condition β0(0) = 0. Therefore, validity of inequality (3.22) for
θ0 � θ < 0 will follow from the inequality

(3.25) − 1
γu2

(−θ)n−1b0 exp(θ/(γ + βθ))
b0 + θ

< −1,

which means that the trajectories of equation (3.24) intersect the line β0 =−θ from
above downwards. Introducing the notation

(3.26)
ε = (γσm)m/γ, ψm(z) = z1−mEm(z) exp z,

m = 1/(n− 1), z = γσm[b0(θ)]−1/m,

where Em is the integral exponential function,

Em(z) =
∫ ∞

1

e−zt

tm
dt,

we obtain, solving (3.20),

θ/b0(θ) = −zEm(z) exp z,

and we write inequality (3.25) in the form

(3.27) m[ψm(z)]1/m exp
−εψm(z)

1− βεψm(z)
� 1− zEm(z) exp z (z > γσm).

Validity of (3.27) may be verified through simple calculations in which the inequal-
ities

1
z +m

� Em(z) exp z (z � 0, m > 1)

and

ψm(z) � −θ0/γε (z > γσm)

are taken into account; these inequalities follow from properties of these special
functions.

3.5. Asymptotics of the speed for 1 < n � 2. As in §3.3, we obtain
asymptotic representation of estimates from above and below.
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Let J denote the right-hand side in the estimate (3.23) for i = 0; after simple
manipulations, using the notation (3.26), we obtain

J = (2− n)
[ 0∫

−1+h
γ

exp
θ

1 + βθ
dθ + J1 + J2

]
,

where

J1 = −γ
θ0/γ∫

−1+h
γ

θ exp
θ

1 + βθ
/

{
γθ +

[
2− n
u2

( 0∫
θ

exp
τ

1 + βτ
dτ

− γ
θ0/γ∫
θ

(
τ exp

τ

1 + βτ
/(1 + γτ)

)
dτ

+ ε

∞∫
γu2m

ψm(z) exp
−εψm(z)
1− βεψm

dz

)] 1
2−n
}
dθ

(3.28)

J2 = −ε
0∫

θ0/γε

τ exp
ετ

1 + βετ
/

{
τ + (m− 1)1/(m−1)

[
1
ε

0∫
ετ

exp
τ1

1 + βτ1
dτ1

+

∞∫
z0(τ)

ψm(z) exp
−εψm(z)
1− βεψm

dz

] m
m−1
}
dτ.

(3.29)

Thus, the problem of determining asymptotics of the estimate from above is reduced
to determining asymptotics of integrals J1 and J2.

It is not difficult to show that

(3.30) J1 = −γ
−1∫

−∞

θ exp θ dθ
(1− exp θ)1/(2−n)

+ o(γ),

(3.31) J2 = −γ
0∫

−1

θ exp θ dθ
(1− exp θ)1/(2−n)

+ o(γ)
(
1 < n <

3
2

)
,

J2 = −ε
0∫

−∞

τ dτ

τ + (m− 1)m/(m−1)
[
− τ +

∫∞
z0(τ)

ψm(z) dz
] m

m−1
+ o(ε)

= ε+
∫ ∞

0

ψm(z) dz + o(ε) = ε
Γ(2−m)
m− 1

+ o(ε)
(
3
2
< n < 2

)
.

(3.32)

In (3.30), (3.31) we have taken into account that u2→ 2−n as γ→ 0, which has no
influence on the form of the leading terms. In (3.32) a change of this kind, generally
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speaking, cannot be made since it leads to a nonuniformity of the asymptotics. If,
however, we have nonuniform asymptotics in mind, then, by virtue of (3.30)–(3.32),
for an estimate from above it has the form

u2 = (2 − n)
[
1− 2β + γ

∫ ∞

0

x exp(−x) dx
(1 − exp(−x)1/(2−n)) + o(γ)

] (
1 < n <

3
2

)
,

(3.33)

u2 = (2− n)
[
1 + γ

2−n
n−1

(
2− n
n− 1

) 2−n
n−1

Γ
(
2n− 3
n− 1

)
+ o
(
γ

2−n
n−1

)] (
3
2
< n < 2

)
.

(3.34)

The expressions (3.33), (3.34) cannot be used for n = 3/2 since the value of
discarded terms depends on n and increases as n → 3/2. Asymptotics of the
integrals (3.28), (3.29) for n = 3/2 yields

(3.35) u2 =
1
2
(1− γ ln γ + o(γ))

(
n =

3
2

)
.

Asymptotics of the estimate from below is obtained in a similar way, coincides with
(3.33)–(3.35), and coincides with that obtained in [Berm 2, Il 4].

Being limited to the leading term in the expansion of the integrals J1 and J2
in powers of γ, we cannot, as is evident from the expressions given above, obtain a
general representation for asymptotics of the speed for 1 < n < 2. For an estimate
of the speed from above, the general representation mentioned has the form

(3.36)

u2 = (2− n)
[
1− 2β − ε0ψm−2(γ(m− 1))

(m− 2)(m− 1)
+

ε0
(m− 2)(m− 1)1/(m−1)

+
1

(m− 1)1/(m−1)

∞∑
r=1

ε
1/(m−1)
0 − εr0

r(r − 1/(m− 1))
+O

((
ε0 − γ
2−m

)2)]
,

where ε0 = γm−1(m− 1)m. We note that the asymptotics (3.36) is written out to
within the square terms; this leads to the appearance of additional terms in the
expansion in comparison with (3.33)–(3.35). In this regard, it cannot be essentially
simplified for all n, 1 < n � 2.

A similar representation can be written down for asymptotics of the estimate
from below; however, only two of the leading terms in their expansions agree.

In conclusion, we turn our attention to the problem concerning uniform asymp-
totics of the speed as n → 2. As already pointed out, the method of successive
approximations makes it possible to obtain estimates of the speed from above and
from below in terms of functions depending, in turn, on the speed. Agreement of
the two leading terms in the asymptotics of these functions allows us to write an
asymptotic equation for the speed (3/2 < n < 2):

(3.37) u2 = (2− n)
[
1 +
(
γu2

n− 1

) 2−n
n−1

Γ
(
2n− 3
n− 1

)
u2

2− n + o
(
γ

2−n
n−1u

2
n−1

)]
.

Analysis of the integrals J1 and J2 shows that the terms discarded remain bounded
as n→ 2, which allows for a passage to the limit. As a result, for n = 2 we obtain

u2 ln
1
γu2

∼ 1,
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whence
u2 ∼ 1

ln(1/γ)
,

which agrees with the leading term in the asymptotics obtained in [Berm 2].
Neglecting the higher order terms in (3.37), we obtain

u2 =
2− n

1−
(
γu2

n−1

) 2−n
n−1

Γ
(
2n−3
n−1

) .
This transcendent equation for u2 can be solved by the method of successive
approximations, enabling us to write

(3.38) u2 ∼ 2− n

1− γ
2−n
n−1
(
2−n
n−1

) 2−n
n−1Γ

(
2n−3
n−1

)
1

(1−γ2−n)2−n

.

Expression (3.38) gives uniform asymptotics as n→ 2 and two of the leading terms
of a nonuniform asymptotics for 3/2 < n < 2.

Bibliographic commentaries

A variational method for determining wavespeed for a scalar equation was
employed in [Ros 1, 2]. In [Had 2], also for a scalar equation, a minimax rep-
resentation of the speed was obtained, and in [Vol 3] it was used for the analysis
of waves. For a system of two equations describing propagation of a combustion
wave in a condensed medium, a minimax representation of the speed was obtained
in [Vol 38] and used in [Vol 34, 35, 40] to obtain estimates of the speed. A
minimax representation was obtained in [Vol 7, 24–26, 41] for monotone systems
describing combustion of gases in the case of equality of transport coefficients.

Asymptotics of the speed of a combustion wave in a condensed medium by the
method of matched asymptotic expansions was studied in [Berm 2, Gal 1, Il 1, 4,
Khu 2, Zel 5], and by the method of successive approximations in [Vol 28]. The
method of successive approximations for combustion problems was also considered
in [Wil 1].

Estimates of the speed from below for a model of gasless combustion were
obtained in [Vag 1]. For a scalar equation estimates of the speed appear in [Ald 18,
Vol 9, Wil 1, Zel 5]. For certain sources of a particular type the speed of a wave
can be found explicitly ([Ald 18, Kha 2, Mas 1]).

There is also a number of papers in which approximate formulas were obtained
for the speed (see the supplement to Part III).
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Asymptotic and Approximate Analytical
Methods in Combustion Problems

In Chapters 8–10 methods developed earlier were applied to the study of waves
in chemical kinetics and combustion. Along with strict mathematical methods in
combustion problems, approximate analytical methods are often applied, which
make it possible to determine quantitative characteristics of waves for various
models. These approaches can, in a number of cases, be justified by means of
asymptotic methods, which may also be applied independently, although, as a rule,
rather formally. Therefore, approximate analytical and asymptotic investigations
are often accompanied by a numerical analysis of the models in question.

We present here a survey of the literature, which reflects the contemporary state
of the problem. As a rule, we confine the discussion to models of the combustion of
premixed reactants, without taking hydrodynamics into account. In a number of
cases the notation used in individual papers has been changed. In our presentation
we follow [Vol 20].

§1. Narrow reaction zone method.
Speed of a stationary combustion wave

As has already been noted in the Introduction, combustion processes are
characterized by the fact that the basic chemical transformation takes place over a
narrow temperature interval close to the maximum temperature. This has enabled
Zel′dovich and Frank-Kamenetskĭı [Zel 2, 3, Fran 1] to propose the infinitely-
narrow reaction zone method in which it is assumed that the reaction zone is
concentrated at a point, and, outside of this reaction zone, the nonlinear source is
set equal to zero. This makes it possible to replace nonlinear differential equations
by linear equations and algebraic matching conditions across the reaction zone.
With such an approach, the solution is continuous, but not smooth: its derivative
undergoes a discontinuity in the reaction zone.

If the width of the reaction zone is small but finite, the solution can be sought
in the form of an expansion in a small parameter connected with the width of the
reaction zone. In this case the infinitely narrow reaction zone method yields a zero
term in the expansion.

The narrow reaction zone method and various modifications of it are widely
applied in various problems of combustion and they make it possible to determine
approximately the speed of a wave, its structure, and stability. In using the
method for new models the possibility of its application must be based on physical
considerations or established mathematically, while the accuracy is estimated in
some manner, for example, using a selective comparison with the results of a

411
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numerical analysis.
Later in this section we consider some problems connected with the stationary

propagation of a planar flame front through a pre-mixed combustible mixture in
the case of a single-stage reaction with kinetics ϕ(α) and an Arrhenius temperature
dependence in the reaction rate. In coordinates connected with the wave front the
stationary system of equations describing the indicated process has the form

κ
d2T

dx2
− udT

dx
+ qϕ(a)F (T ) = 0,(S.1)

D
d2a

dx2
− uda

dx
− ϕ(a)F (T ) = 0.(S.2)

In the laboratory system of coordinates the wave propagates from right to left with
speed u; boundary conditions in the initial reactants (x = −∞) and combustion
products (x = +∞) have the form

(S.3) x = −∞ : T = Ti, a = 1; x = +∞ :
dT

dx
= 0, a = 0.

Here T is the temperature of the combustible mixture, a is the concentration of the
initial reactant, x is a spatial coordinate, κ and D are the coefficients of thermal
diffusivity and diffusion, respectively, q is the heat release of the reaction, ϕ(a) is
the kinetic function,

F (T ) = k0 exp(−E/RT ),

E is the activation energy, R is the gas constant, k0 is a pre-exponential factor, and
Ti is the initial temperature.

The thermal diffusion model described in connection with gas combustion
assumes density of the gas to be constant and an absence of gasdynamic effects as-
sociated with this. The problem consists in clarifying the structure of a combustion
wave and in obtaining the speed u. Since the appearance of the papers by Zel′dovich
and Frank-Kamenetskĭı [Zel 2, 3, Fran 1], this formulation of the problem has been
the object of numerous investigations. Results of studies relating, mainly, to the
combustion of gases have appeared, in sufficient detail, for the simplest kinetic
functions ϕ(a) in the monograph of Zel′dovich, Barenblatt, et al. [Zel 5]. We turn
our attention to some papers on the theory of waves of gasless combustion (D = 0).

In the case of gasless combustion system (S.1)–(S.3) has a first integral

(S.4)
κ

u

dT

dx
= T − Tb + qa, Tb = Ti + qa,

and, upon going over in (S.2), (S.4) to the independent variable T , we obtain the
equation

(S.5)
da

dT
= − κ

u2
ϕ(a)F (T )
T − Tb + qa

.

In dimensionless variables we may write (S.5) as

(S.6)
da

dθ
= − 1

γv2
ϕ(a) exp(θ/(γ + βθ))

a+ θ

with the boundary conditions

(S.7) θ = −1, a = 1; θ = 0, a = 0.
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Here θ is the dimensionless temperature, θ = (T − Tb)/(Tb − Ti),

γ =
RT 2

b

E(Tb − Ti)
, β =

RTb
E
,

v is the dimensionless speed of the front; u2 = γκv2F (Tb). In these dimensionless
variables the initial temperature is equal to −1; the burning temperature is equal
to zero. (We shall not consider here problems connected with nonvanishing of the
source at the initial temperature, in that we assume that the procedure of a “cut-off
of the source” was applied, as has been studied in detail in the paper by Aldushin,
Lugovoi, et al. [Ald 10].)

Problem (S.6), (S.7) for a first order reaction (ϕ(a) = a) was solved by Novozhi-
lov [Nov 1]. The presentations in [Zel 2, 3, Fran 1], relating to narrowness of the
reaction zone and its localization at maximum temperatures, make it possible,
in obtaining the speed, to put θ = 0 in the denominator of the right-hand side
of (S.6) and to solve the resulting equation by separating the variables. This same
approach can be used for the power-law kinetics ϕ(a) = an with reactions of small
order (n � 3/2) and other kinetic laws with weak concentrational dependence of
the reaction rate and gives

u2 ≈
(∫ 1

0

ada

ϕ(a)

)−1

κ
RTb
Eq

k0e
−E/RTb .

Fundamental new results concerning the structure and speed of a combustion
wave were obtained in the papers of Aldushin, Merzhanov, Khaikin, et al. [Ald 4,
5, 7]. In these papers the authors considered kinetic laws typical for heterogeneous
combustion that express a decrease in the rate of heat liberation on account of a
product layer increasing with reactive diffusion,

ϕ(a) =
1

(1− a)n e
−m(1−a).

It has been shown in the case of strong kinetic deceleration of the reaction rate
(m# 1 or n# 1) that wide reaction zones and the presence of a burnout zone are
typical. The zone of propagation responsible for the speed of a wave is disposed
at temperatures essentially less than the adiabatic temperature of combustion.
Expressions are obtained for the speed of the front.

In connection with the consideration of problems of heterogeneous combustion,
we refer to the paper of Aldushin and Khaikin [Ald 8], in which, using the simplest
model of a layered sample, the authors display the thermal homogeneity of a
combustion wave.

For an equation of the type (S.6), with kinetics ϕ(a) of the form

ϕ(a) =
a7/3

(1 − a)2(1− a1/3) ,

Booth [Bot 1] has studied propagation of the front of a reaction in an (Fe−BaO2)-
mixture under the assumption of a spherical geometry of reactant particles. In his
paper Booth’s concern was to obtain the speed of the front, for which he made
use of the following method, applied earlier in another situation by Boys and
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Corner [Boy 1]. In the kinetic function ϕ(a) a factor ϕ0(a) is identified, which
determines behavior of the kinetics as a→ 0: ϕ = ϕ0 ·ϕ1. For the case in question,

ϕ0(a) = a7/3, ϕ1(a) =
1

(1− a)2(1− a1/3) .

Next, the equation

(S.8)
da

dθ
= − 1

γv2
ϕ0(a)
a+ θ

is solved and the solution

θ∗(a) = − exp
(
3
4
γv2a−4/3

)∫ a

0

γv2ξ−4/3 exp
(
− 3

4
γv2ξ−4/3

)
dξ

is substituted into the denominator of the right-hand side of (S.6):

(S.9)
da

dθ
= − 1

γv2
ϕ(a) exp(θ/(γ + βθ))

a+ θ∗(a)
.

The variables in (S.9) can be separated, and as a result of an integration, an equation
is obtained for the determination of v2:

(S.10) γv2
∫ 1

0

a+ θ∗(a)
ϕ(a)

da =
∫ 0

−1

exp
θ

γ + βθ
dθ.

We note that the quantity v2 appears in (S.10) not only as a factor on the left-hand
side of the equation, but also in the function θ∗(a), so that the equation turns out to
be rather involved. In [Bot 1] it was solved numerically. Actually, equation (S.10)
can be solved approximately analytically, using the fact that γ is small.

Let us consider the possibilities of the method described above. This method
is to be applied for the case in which the order of the reaction satisfies n � 3/2 but
not large (more exactly, when ϕ0 = an, n � 3/2). For n � 3/2 this method leads
to the same results as the method of Novozhilov [Nov 1], but is more involved.

In [Har 1] Hardt and Phung also study propagation of a combustion front
in a heterogeneous system. A model involving parallel alternating layers of two
metals is considered, the layers being disposed perpendicular to the direction of
propagation (see also [Str 1, Fir 1]). Taking into account deceleration of the rate
of the reaction by the growth of a product layer we get, according to the parabolic
law, an equation of the type (S.6) with the kinetics ϕ(a) = (1− a)−1. The problem
was solved numerically and approximately analytically. The problem concerning
structure of a wave and speed of a front was also solved in [Ald 4, 5] in a more
general setting, where, in the case of the parabolic law of oxidation, the result
obtained was v2 = 6, or, in dimensional form,

(S.11) u2 ≈ 6
RTb
Eq

k0 exp
(
− E

RTb

)
.

We note that the approximate formula (S.11) is an estimate of the square of the
speed from below, and its accuracy, for realistic values of the parameters, amounts
to several percent. This is a strict mathematical result, which can be obtained by an
application of the minimax method, making it possible to obtain precise estimates
of the speed from above and from below (see Chapter 10).
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In a paper by Margolis and Green [Mar 3] a heterogeneous condensed combus-
tive mixture consists of pre-mixed particles of metal and a metal-gas combination
(for example, an oxide). Reduction of the metal from the oxide must precede
reaction between the metals. In the paper a numerical analysis of a model problem
is given and a detailed study is made of the behavior of the solution of a differential
equation in a neighborhood of a singular point.

Mathematical studies and results relating to the asymptotics of a stationary
combustion wave, including that in a condensed medium, were presented in [Il 4]
and [Khu 2].

The paper by Puszynski, Degreve, and Hlavacek [Pus 1] is of a survey nature.
In it results are presented of an approximate analytical and numerical study of the
propagation of a combustion front in a condensed medium for a first order reaction.

§2. Stability of a stationary combustion wave

Various qualitative concepts dealing with the possibility of an instability of a
planar flame front were discussed for the first time in the papers of Zel′dovich [Zel 3]
and Lewis and von Elbe [Lew 1].

A mathematical analysis of stability in the framework of a thermal-diffusion
formulation,

(S.12)

∂T

∂t
= κ

(
∂2T

∂x2
+
∂2T

∂y2

)
− u∂T

∂x
+ qϕ(a)F (T ),

∂a

∂t
= D

(
∂2a

∂x2
+
∂2a

∂y2

)
− u∂a

∂x
− ϕ(a)F (T ),

where y is a coordinate perpendicular to the direction of wave propagation, was
carried out in [Baren 3] by Barenblatt, Zel′dovich, and Istratov. The solution
of system (S.12) was represented as the sum of a stationary solution and a small
perturbation

(S.13)
T (t, x, y) = Tst(x) + T̃ (x) exp(ωt+ iky),

a(t, x, y) = ast(x) + ã(x) exp(ωt+ iky),

and a perturbation was also imposed on the position of the reaction zone. Here ω is
the perturbation frequency, k is the wave number. Substitution of (S.13) into (S.12)
and the replacement of the distributed reaction zone by the combustion surface, on
which solutions, obtained in the zones of heating and combustion products, must
be matched, lead to the dispersion relation

(S.14)
Z =

Γ(ΓL − Le)
1− Γ− (Le− ΓL)

,

ΓL = ((Le)2 + 4ΩLe+ 4s2)1/2, Γ =
√
1 + 4Ω + 4s2,

where Z = κF (Tb)/u2 is the temperature coefficient of the wave speed, s = κk/u
is a dimensionless wave number, Ω = κω/u2 is the dimensionless perturbation
frequency, and Le = κ/D is the Lewis number.

The dispersion relation allows us to make conclusions concerning the stability
of a combustion wave. If all eigenvalues Ω, obtained from (S.14) as functions of the
parameters of the problem, have negative real parts, then the stationary wave is
stable. If at least one Ω has a positive real part, the stationary wave is unstable. The
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case ReΩ= 0 corresponds to the boundary of stability providing that the remaining
eigenvalues lie in the left half of the complex plane. Loss of stability of a planar wave
occurs either on account of the fact that a pair of complex conjugate eigenvalues
pass from the left half-plane into the right half-plane through the imaginary axis
(D < κ), which leads to an oscillatory instability, or if an eigenvalue passes through
0 (D > κ). The latter can take place only in the multi-dimensional case and leads
to the appearance of stationary curved fronts.

The dispersion relation (S.14) was studied in [Baren 3] for the case of long-
wave perturbations (s $ 1). An analysis of the dispersion relation (S.14) for the
case of arbitrary Lewis numbers and lengths of perturbation waves is contained in
papers of Grishin and Zelenskĭı [Gris 1, 2] and Sivashinskĭı [Siv 1, 4]. We refer also
to the paper of Aldushin and Kasparyan [Ald 11], which differs from [Baren 3] by
a matching condition for solutions in the reaction zone, and from [Ald 9] in which
a model step source is considered. A numerical analysis of the linearized problem
on eigenvalues is given in [Boris 1].

We turn our attention in more detail to the case D = 0. The dispersion
relation (S.14) then has the form

4Ω3 +Ω2(1 + 4Z − Z2 + 4s2) + ΩZ(1 + 4s2) + s2Z2 = 0.

The boundary of oscillatory instability with respect to perturbations with wave
number s is specified by the equation

Z =
[
2 + 6s2 +

√
4(1 + 3s2)2 + (1 + 4s2)3

]
/(1 + 4s2).

The frequency on the stability boundary is pure imaginary, Ω = iψ,

ψ2 =
1
4

[
2 + 6s2 +

√
4(1 + 3s2)2 + (1 + 4s2)3

]
.

The curve Z(s2) has a minimum for s = 1/2, Z = 4. Loss of stability with respect
to one-dimensional perturbations (s = 0) appears for the larger value Z = 2+

√
5.

These results were obtained in papers by Maksimov and Shkadinskĭı [Mak 2],
Makhviladze and Novozhilov [Makh 1, 2], Khaikin and Shkadinskĭı [Kha 8], and
Matkowskĭı and Sivashinskĭı [Mat 1]. A detailed numerical analysis of the nonsta-
tionary problem was carried out in a paper by Shkadinskĭı, Khaikin, and Merzhanov
[Shk 3], and the case of nonstationary propagation of a combustion front for strong
kinetic dependence of the reaction rate was studied numerically by Aldushin et al.
in [Ald 6].

§3. Nonadiabatic combustion

For the combustion of gases, Zel′dovich [Zel 1] has obtained what has become
a classical result concerning the limits of combustion in the presence of heat loss.
As shown in the paper by Maksimov, Merzhanov, and Shkiro [Mak 1], this result
carries over without difficulty to gasless systems in the case of narrow reaction zones.
The effect of heat loss on the propagation of a combustion wave for gasless systems
with strong kinetic dependence of the reaction rate was investigated in [Ald 6]
and [Shk 2] by Aldushin, Merzhanov, Khaikin, Shkadinskĭı, et al., and, as shown
in these papers, leads to the incompleteness of the conversion into final products
and an increase in the probability of extinction during self-oscillating propagation
in combustion with narrow zones of reactions.
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The stability of a nonadiabatic combustion wave, propagating in a condensed
medium, was the subject of study in papers by Makhviladze and Novozhilov
[Makh 1] and Khaikin and Shkadinskĭı [Kha 8]. This problem was solved for arbi-
trary Lewis numbers by Agranat and co-authors in [Agranat 1] and by Aldushin
and Kasparyan in [Ald 12].

The effect of heat loss on the propagation of a stationary wave of combustion
was also investigated in papers by Spalding [Spa 1], Adler [Adl 1], Buckmas-
ter [Buc 1], Joulin and Clavin [Jou 2], and by Puszynski and co-authors in [Pus 1]
(see also [Alek 1, 2, Dvo 1, Fir 2, Kape 1, Ryb 1–3, Str 4, Thi 1]). The
method of matched asymptotic expansions was applied in the solution of the
problem in [Buc 1] and [Jou 2]; in [Jou 2] it was shown that there is a possibility
of incomplete conversion during the course of reactions of order higher than the
first order.

Investigations of the effect of heat loss on the stability of a combustion wave
are of great interest.

In a paper by Joulin and Clavin [Jou 3] consideration is given to the traditional
formulation in which the reflecting heat loss term −α∗(T − Ti) is included in the
heat conduction equation (S.12). Here, the boundary condition in the product zone
is changed at x = ∞: T = Ti, a = 0. The problem was solved by the method of
matched asymptotic expansions. In this paper the dispersion relation was obtained
for the case of a Lewis number close to one, Le = 1 + γl0, and it has the form

(1− Γ)
{α
2
(Γ + 1)− Γ2

}
=

1
2
l0(1− Γ + 2Ω).

The parameter α appearing in the equation is connected with heat losses:

(S.15) α =
2κα∗
γu2

.

In the study of the stationary problem the leading term with respect to γ obtained
was

(S.16) α = −2 ln u

uad
,

where uad is the propagation speed of an adiabatic combustion wave. Compar-
ing (S.15) and (S.16), we obtain

2κ

γu2ad
α∗ = −

(
u

uad

)2

ln
(
u

uad

)2

.

A consequence of this relation is the result, given in [Zel 1], concerning the limits
of combustion and the presence of two propagation speeds when

α∗ <
u2ad
2κ
γe−1 :

a fast speed corresponding to 0 � α < 1 and coinciding with uad for α = 0, and a
slow speed corresponding to α > 1.

It is readily found from an analysis of the dispersion relation that the slow wave
is always unstable with respect to one-dimensional perturbations. For a fast wave,
the stability boundaries obtained have the form l0 = −2(1 − α), the boundary of
cellular instability with respect to two-dimensional perturbations; l0 = 4 − 2α +
4
√
3− 2α is the boundary of oscillatory instability with respect to one-dimensional
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perturbations. The boundary of oscillatory instability l̂0(α) with respect to two-
dimensional perturbations is obtained numerically. l̂0 varies monotonically from
the value ≈ 10.5 for α = 0 to the value 3.6 for α = 1. With a change of parameters,
the two-dimensional instability occurs earlier than the one-dimensional instability,
and this difference between the stability boundaries increases as the combustion
limit is approached.

The paper by Sohrab and Chao [Soh 1] is close, in its formulation and method
of investigation, to [Jou 3]. The problem of concern here is how heat losses, taken
separately in the combustion products and in a fresh mixture, affect the stability
of a wave. Here the term −α∗(T − Ti) in the heat combustion equation, which is
associated with heat losses, is neglected either before or after the zone of reaction.
Without going into the details of the study, we supply the dispersion relations:

(1− Γ)
(α
2
− Γ2

)
=

1
2
l0(1− Γ + 2Ω)

in the case of heat loss before the reaction zone, and

(1− Γ)
(α
2
Γ− Γ2

)
=

1
2
l0(1− Γ + 2Ω)

in the case of heat loss in the products. The main qualitative conclusion is that
the propagation of combustion waves turns out to be less stable for heat loss in the
products than in the case of two-sided heat loss, which, in turn, is less stable than
in the case of heat loss before the reaction zone.

§4. Stage combustion

The existing papers on stage combustion can be divided into three groups. The
first group examines the propagation of combustion waves in the course of which
there are the sequential reactions

A
q1,F1(T )−−−−−→ B

q2,F2(T )−−−−−→ C,

wherein the initial reacting substance A is transformed into the intermediate
product B, after which final product C is formed; the second group involves the
independent reactions

A
q1,F1(T )−−−−−→ B, C

q2,F2(T )−−−−−→ D,

in which the initial mixture contains the mutually nonreacting substances A and
C, and the interaction of the stages is effected through thermal factors; the third
group deals with parallel (competing) reactions

(S.17) C
q2,F2(T )←−−−−− A q1,F1(T )−−−−−→ B,

in which transformation of the initial substance A into the final products can take
place in two ways, through the formation of different intermediate products B and
C, the transformation of which into the final products is retarded and shows no
effect on the speed of propagation of the combustion wave. We denote by q1 and
q2 the adiabatic heating in the reactions,

Fi(T ) = ki exp
(
− Ei
RT

)
,

Ei is the activation energy, ki are pre-exponential factors.
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We turn our attention briefly to papers, known to us, concerning each of the
three reaction schemes presented above.

4.1. Sequential reactions. A detailed study of the propagation of the front
of a two-stage chemical reaction was carried out for the first time in a paper by
Khaikin, Filonenko, and Khudyaev [Kha 3]. They proposed a classification of
modes and derived conditions under which they may be realized. The terminology,
including control, coalescence, and separation regimes, was introduced afterwards
in [Mer 6]. The classification of regimes was developed on the basis of a comparison
of the speeds of a single-stage process which, from our point of view, expresses the
physical essence of the problem better than a comparison of thermal dependences
of reaction rates, carried out in subsequent papers. We turn our attention briefly
to the results presented in [Kha 3]. Let u1(Tb) and u2(Tb) denote propagation
rates of a single-stage process at the burning temperature Tb, and let u1(Ta) be the
speed of propagation of the front of the first reaction in the absence of the second
at temperature Ta = Ti + q1. Then, with satisfaction of the inequalities

u1(Tb) > u2(Tb) > u1(Ta)

the control mode is in effect, wherein the speed u = u2(Tb) of a two-stage wave
and the distance between zones is such that heat from the zone of the second
reaction, supplied to the zone of the first reaction, ensures uniform propagation of
the wave. If u1(Tb) < u2(Tb), then the coalescence regime is in effect, u ≈ u1(Tb).
For u1(Ta) > u2(Tb) we have a separation regime, u ≈ u1(Ta), and the zone of
the second reaction propagates in a self-ignition combustion mode. The numerical
calculations carried out in [Kha 3] show that regions where the parameters change,
corresponding to a change of regimes, are narrow; this furnishes a basis for selecting,
as the speed of the two-stage wave, the corresponding single-stage speed.

A study of the stability of a two-stage combustion wave with two narrow
spatially-separated reaction zones was carried out for the case of a condensed
medium in a paper by Vol′pert and Krishenik [Vol 37]. We mention also a paper
by Merzhanov, Rumanov, and Khaikin on a many-zone combustion of condensed
systems [Mer 6]; the papers of Nekrasov and Timokhin [Nek 1, 2] and the paper
of Borovikov, Burovŏı, and Goldschleger [Borov 1] on the stationary propagation
of a two-stage combustion wave with an endothermic stage; and, finally, the paper
of Vol′pert and Krishenik [Vol 36] on the stability of a two-stage wave with a
nonactivated endothermic stage.

In [Kor 1] Korman, by introducing an ignition temperature and replacing the
Arrhenius temperature dependence by a step-function, obtained an approximate
analytical solution of the problem. He showed that if the ratio of the rate of the
first reaction to the second is less than some critical value, then the combustion wave
has a two-zone structure. As this critical value is attained, the distance between
zones becomes infinite and the influence of the second front on the speed of the
wave vanishes. In this paper numerical calculations of the structure of the front are
also carried out.

In [Kapi 1] Kapila and Ludford generalized results of Berman and Ryazan-
tsev [Berm 1]. They pointed out the restrictive character of the proposition
in [Berm 1] concerning identical orders of pre-exponential factors and they rid
themselves of this condition. The investigation, as is also the case in [Berm 1], is
conducted by the method of matched asymptotic expansions. It is assumed that
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the Lewis number of both stages is equal to one. As was the case in [Berm 1], the
existence of three different modes was proved. If the condition

F2(Tb)
F1(Tb)

# 1

is satisfied, then the intermediate substances are consumed as soon as they are
formed and the speed of propagation of the wave is determined by the rate of the
first reaction at the temperature Tb = Ti + q1 + q2 (coalescence regime). If the
indicated ratio is less than one, two cases are possible. We introduce temperature
Tcr such that

F2(Tb) = F1(Tcr).

If Tcr < Ta, the first reaction then propagates, with no essential influence from
the side of the second reaction, which follows behind the first (separation regime).
In case Tcr > Ta, the combustion wave has a two-zone structure, the distance
between zones of the order of a heated layer of the second reaction; the wavespeed
is determined by the rate of the second reaction at temperature Tb. The study of a
transition mode between the regimes of control and full coalescence presents certain
analytical difficulties, and, in the present paper, is developed only in the case of
strongly different activation energies of the stages.

In [Jou 1] Joulin and Clavin investigate a mode which is intermediate between
control and full coalescence regimes. They considered the case of activation energies
of the stages, close in magnitude, but assumed thermal effect of the first stage equal
to zero. The same problem was considered by Margolis and Matkowskĭı [Mar 5]
without assuming q1 = 0, but with a simplifying additional relation between
parameters of the problem. Using the method of matched asymptotic expansions,
the authors obtain the distance between points of completion of the reactions and
the wavespeed, as functions of the parameters of the problem. In [Mar 6] Margolis
and Matkowskĭı are concerned with an analysis of the stability of propagation of a
combustion wave, described by the model of [Mar 5], with the additional condition
of proximity to one of both Lewis numbers. First, an analysis of the problem is
carried out by the method of matched asymptotic expansions, and, based on this
analysis, a simplified model of the process is deduced, in which the Arrhenius heat
source is replaced by a δ-function of the spatial variable with a corresponding weight
factor. Next, a linear and a nonlinear stability analysis of the new model is carried
out. Results of the nonlinear stability analysis are discussed in a later section;
results of the linear stability analysis obtained in [Mar 6] and [Pel 1] are discussed
below.

Pelaez and Linan [Pel 1] also study the structure of the front and stability of
propagation of a two-stage combustion wave in a mode intermediate between control
and coalescense regimes. This paper is the most complete of all those presented, in
the sense that it contains the smallest number of limitations on the parameters of
the problem. In it only equality of activation energies of both stages is assumed.
The system of equations describing the indicated process and studied in the paper
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has the form

(S.18)

∂T

∂t
= κ∆T + q1F1(T ) + q2F2(T ),

∂a

∂t
= Da∆a− aF1(T ),

∂b

∂t
= Db∆b+ aF1(T )− bF2(T ),

where Da, Db are diffusion coefficients. It is assumed that the combustion wave
propagates along the x-axis and that the boundary conditions have the form

x = −∞ : a = 1, b = 0, T = Ti;

x = +∞ : a = b = 0, ∂T/∂x = 0.

The stationary propagation speed has the form

(S.19) u2 =
κγ2

Λ
k1 exp(−E/RTb).

The dimensionless eigenvalue Λ of the problem and the distance γhκ/u between the
reaction zones must be found by solving the stationary formulation of (S.18). After
an asymptotic analysis of the stationary problem it turns out that the system of
equations for the leading terms of the expansions in the reaction zone does not yield
an analytic solution except for the case, considered in [Mar 5], of a “similarity” in
the parameters of the problem when

q∗ =
Lb
La

k2
k1
, q∗ ≡

q1
q1 + q2

, La =
κ

Da
, Lb =

κ

Db
;

here we find that Λ = (2q∗La)−1. In the general case a numerical solution was
carried out and the following limiting cases were considered:

Lb
La

k2
k1
# 1,

Lb
La

k2
k1
$ 1,

in which we obtained, respectively, the results

Λ ≈ 1
2La

+
1− q∗
Lb

k1
k2

; Λ ≈ (1− q∗)2
2Lb

k1
k2
.

These limiting cases correspond to regimes of full coalescence and control with the
speeds (S.19) corresponding to single-stage processes. One could avoid analytical
difficulties by considering zero order reactions which maintain all the quantitive
characteristics of a more realistic kinetics.

In studying the nonstationary problem (S.18), the authors, as in [Mar 6]
also, carried out a matching of asymptotic expansions, on the basis of which they
proposed a model of a process with infinitely narrow reaction zones. Following this,
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they studied the stability of a stationary wave for the simplified model and derived
the dispersion relation

(S.20)
l0(Γ− 1− 2Ω) + 2Γ2(Γ− 1) = hΓ[Γ− 1 + 2Ω(Lb − 1) + 2LbΓb],

l0 = (La − 1)/γ, Γb =
1
2

[
Lb −

√
L2b + 4ΩLb + 4s2

]
.

The authors studied in detail the limiting case h # 1, |Lb − 1| $ 1, so that
δ = h(Lb − 1) ∼ 1. The dispersion relation in this case acquires the form

(S.21) l0(Γ− 1− 2Ω) + 2Γ2(Γ− 1) + δ(Γ− 1)(Γ− 1− 2Ω) = 0

and on the plane of the parameters (l0, δ) regions are defined that correspond to
the stable propagation of a combustion wave. In crossing the stability boundary
various types of stability loss are possible on different parts of the boundary. Thus,
we can have cellular instability (Ω = 0), oscillatory instability with respect to one-
dimensional perturbations (ReΩ = 0, s = 0), oscillatory instability with respect
to two-dimensional perturbations (ReΩ = 0, s �= 0), or a loss of stability with
passage of a real eigenvalue through an infinity (Ω ∼ (δ − 4)−1). The latter
type of stability loss testifies, apparently, to the inapplicability in these cases of
representations concerning quasistationarity of a reaction zone. A study of the
dispersion relation (S.20) shows that both the boundaries of stability and the types
of stability loss are qualitatively the same as for (S.21).

In a paper by Pelaez [Pel 2] a study was made of the stability of propagation
of a combustion wave in the control regime. System (S.18) was considered without
the assumption of equality of activation energies of the stages. A scheme of the
investigation is as follows: asymptotic analysis of the stationary problem; derivation
of a simplified model with infinitely narrow reaction zones for the nonstationary
problem; a study of stability within the framework of the simplified model. The
stability boundaries and types of stability loss with passage through a boundary
are analogous to the results presented in [Pel 1].

4.2. Independent reactions. The problem concerning propagation of a com-
bustion wave, during the course of which there are independent reactions, is close
to the problem involving sequential reactions. In [Vol 39] Vol′pert, Khaikin, and
Khudyaev deducted conditions for the existence of various regimes in terms of the
rates of single-stage processes, similar to what was done in [Kha 3]. Margolis and
Matkowskĭı [Mar 9] investigated the coalescence regime.

4.3. Competing reactions. In the course of competing reactions one can
expect phenomena connected with the nonuniqueness of a combustion wave since
a reaction can proceed along either one of two parallel paths.

Nonuniqueness of a stationary combustion wave, in the case of the occurrence
of parallel (competing) reactions (S.17), was first observed in papers of Khaikin
and Khudyaev [Kha 4–7]. In these papers a physical clarification was given of the
nature of nonuniqueness, followed by an analysis of the problem using the method
of matched asymptotic expansions and by carrying out a numerical solution.

We turn our attention briefly to qualitative results obtained in [Kha 4–7]
for the reaction scheme (S.17). For brevity, we shall assume that the activation
energy E1 is larger than E2 (both activation energies are assumed to be large).
We denote by Tj combustion temperatures during a separate passing of the stages,
Tj = Ti + qja0 (j = 1, 2), and by Tb the combustion temperature reached during
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their joint passage. We consider separately the cases q1 > q2 and q1 < q2. In the
first case, T1 > T2, and if

F1(T1)# F2(T1), F1(T2)$ F2(T2),

then, for the same values of the parameters, two different transformation modes are
possible, in the first one the main part of the reactant is consumed in the first of
the reactions, and Tb is close to T1; in the second one, the converse is true. These
two modes are separated by an unstable intermediate solution. In the second case,
in which T2 > T1, nonuniqueness is not present.

Analysis of the stability of combustion waves corresponding to the scheme
(S.17) is contained in a paper by Aldushin and Kasparyan [Ald 13]. We mention
also the papers of Borovikov and Goldschleger [Borov 2] on parallel reactions with
endothermic stages and of Nekrasov and Timokhin [Nek 3] on sequential-parallel
reactions.

Along with the model reactions considered above, the literature contains even
more involved reaction schemes. In [Zel 5] a rather detailed discussion is given of
the application of approximate methods and of the matched asymptotic expansions
method for some examples of chain flames and flames with a complex structure. In
a paper by Clavin, Fife, and Nicolaenko [Cla 1] both (S.17) and

A→ B, A+B → C; A+B → 2B, A+B → C

were considered. In the paper the origin of presented idealized schemes is discussed;
physical considerations are given that testify to nonuniqueness of the combustion
wave; in agreement with the above discussion an analysis of the stationary problem
by the matched asymptotic expansions method is proposed; instability of the inter-
mediate branch in the case of the presence of three solutions in the scheme (S.17)
is proved. A conclusion is also drawn concerning the presence of a plateau in the
dependence of Tb on a0 in the case T2 > T1: over a wide range of variation of a0,
Tb can be close to T∗, where T∗ is determined from the equation F1(T∗) = F2(T∗).

The reactions scheme (S.17) was discussed earlier, although not in such de-
tail, in the paper by Fife and Nicolaenko [Fife 9]. In [Fife 10–12] the authors
worked out general systematic methods, making it possible to clarify qualitative
peculiarities of combustion waves for complex kinetic schemes.

§5. Transformations in a combustion wave

The effect of melting of reactants on propagation of a stationary combustion
wave in a condensed medium was studied by Aldushin and Merzhanov [Ald 2,
Mer 3]. The problem was considered in a very general setting and it was shown
that under certain conditions on the temperature profile a plateau can arise at
T = Tm, indicating two possible propagation modes: a Stefan mode and a chemical
transformation mode. The effect of melting on the stability of a combustion wave
propagating in a Stefan mode was investigated by Aldushin, Vol′pert, and Filipenko
in [Ald 1].

Papers by Margolis [Mar 1, 2] and by Bayliss and Matkowskĭı [Bay 1] are
devoted to these same problems. The formulations presented in all three of these
papers are close to one another: the initial reactant, being found in deficit, melts
instantaneously upon reaching the melting temperature Tm with latent heat Lm;
the final products are solid particles and heat losses in melting are compensated
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by an increase of the thermal effect of the reaction after melting by Lm. The
formulations in [Mar 1, 2] differ in the kinetics of the reactions; in [Bay 1] a
numerical calculation is carried out based on the model presented in [Mar 1].

The system of equations in [Mar 1] has the form

∂a

∂t
= −

(
1
ν

)
aF (T )

(
x < Π(t, y, z)
x > Π(t, y, z)

)
,

∂T

∂t
= κ∆T +

(
q

ν(q + l)

)
aF (T )

(
x < Π(t, y, z)
x > Π(t, y, z)

)
.

Existence of a surface is assumed on which melting takes place,

x = Π(t, y, z), T (t,Π, y, z) = Tm,

and the equations considered in regions before melting (x < Π) and after melting
(x > Π) have a different form, since in the model it is assumed that there is an
increase in the pre-exponential factor (ν > 1) and in the thermal effect after melting.
On the surface x = Π there is specified the condition

(S.22) κn̄∇T
∣∣∣x=Π+0

x=Π−0
= −luna, l =

Lm
c
,

where n is a unit vector to the surface Π; un is the normal speed,

n =

(
− ∂Π
∂y ,−

∂Π
∂z , 1

)√
1 +
(
∂Π
∂y

)2 + (∂Π∂z )2 , un =
(
0, 0,

∂Π
∂t

)
· n.

Boundary conditions have the form

(S.23) x = −∞ : T = Ti, a = 1; x = +∞ : T = Tb, a = 0.

It is assumed that the melting temperature Tm is close to the combustion
temperature Tb = Ti + q, i.e., melting takes place in the reaction zone.

The problem is solved by the method of matched asymptotic expansions with
γ as a small parameter. In solving the stationary problem the propagation speed
of a wave is found having a leading term in γ of the form

u2 = κγF (Tb)
{

ν

1 + q/l
−
(

ν

1 + q/l
− 1
)
eE(Tm−Tb)/RT

2
b

}
.

Asymptotic analysis of the nonstationary problem was directed towards deriv-
ing a simplified model with an infinitely narrow reaction zone in which the heat
liberation function is replaced by a δ-function of the spatial variable with a weight
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reflecting the presence of melting in the reaction zone. In dimensionless variables
this model has the form

∂θ

∂τ
− ∂P
∂τ

∂θ

∂ξ
= ∆θ − ∂P

∂τ
δ(ξ),(S.24)

∂P

∂τ
= −Q̂

√
1 +
(
∂P

∂η

)2

+
(
∂P

∂ζ

)2

,(S.25)

ξ = −∞ : θ = −1; ξ = +∞ : θ = 0,(S.26)

Q̂ =

{
exp θ̃/γ −M

1−M

}1/2

,(S.27)

M =
{
1− 1 + l/q

ν

}
exp

θm
γ
.(S.28)

Here θ̃ = θ|s=0 is the nonstationary combustion temperature,

θm =
Tm − Tb
Tb − Ti

, P = Π
u

κ
,

ξ =
u

κ
x, η =

u

κ
y, ζ =

u

κ
z, τ =

u2

κ
t.

The system of coordinates in (S.24)–(S.25) is connected with the front of the
nonstationary combustion wave (the reaction zone in the nonstationary process
is located at ξ = 0); in this system of coordinates the Laplace operator ∆ has the
form

∆ =
∂2

∂η2
+
∂2

∂ζ2
+
[
1 +
(
∂P

∂η

)2

+
(
∂P

∂ζ

)2]
∂2

∂ξ2
− 2

∂P

∂η

∂2

∂η∂ξ

− 2
∂P

∂ζ

∂2

∂ξ∂ζ
−
(
∂2P

∂η2
+
∂2P

∂ζ2

)
∂

∂ξ
.

A study of the stability for the simplified model leads to a dispersion relation
with a single parameter, namely, the temperature coefficient Zm of the wave speed;
the dispersion relation itself coincides in form with that obtained in [Makh 1]. The
difference resides in the expression for the temperature coefficient

(S.29) Zm =
∂Q̂

∂θ̃

∣∣∣∣
eθ=0

=
1

2γ(1−M)
,

taking melting in the reaction zone into account. The value M = 0 corresponds to
the case without melting, and we then have Zm = Z.

In [Mar 2] Margolis considers the same problem [Mar 1], but instead of a
reaction of the first order, the kinetics is studied with deceleration of the reaction
rate by means of products of the reaction

ϕ(a) =
exp(−m(1− a))

(1 − a)n .

In addition, it is assumed that the reaction does not proceed to the point where
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melting occurs (x < Π(t, y, z)) and a second surface x = Φ(t, y, z) is introduced on
which the reaction terminates (a = 0). Thus, the system of equations has the form

∂a

∂t
= −

0
1
0

ϕ(a)F (T )
 x < Π

Π < x < Φ
Φ < x

 ,
∂T

∂t
= κ∆T +

 0
q + l
0

ϕ(a)F (T )
 x < Π

Π < x < Φ
Φ < x

 ,
with boundary conditions (S.23) and with conditions (S.22) on the melting surface.

The stationary propagation speed, with a leading term in γ, has the form

(S.30) u2 =
κγ

λm,n
F (Tb),

where

λ0,n =
1 + l/q

(n+ 1)(n+ 2)(1− exp θm/γ)

(m = 0, n � 0, real),

λm,n =
1 + l/q

(1− exp θm/γ)

{
(−1)n(n+ 1)!(em − 1−m/(n+ 1))

mn+2

− em
n∑
r=0

(−1)rrn!
mr+1(n+ 1− r)

}
(m> 0, real; n� 0, integral). In case −θn# γ (i.e., (Tb−Tm)E/RT 2

b # 1), melting
shows no essential influence on the speed of propagation and formulas (S.30) agree
with those obtained in [Ald 5].

The simplified asymptotic model coincides with (S.24)–(S.27), whereM is given
by the expression

M = exp
θm
γ
.

In [Bay 1] numerical calculations were carried out for a one-dimensional model
[Mar 1] (see also [Bay 2]). A numerical algorithm was discussed in detail. The self-
oscillational character of the propagation upon crossing the stability boundary was
pointed out; also pointed out was the complication in the form of the oscillations
and the doubling of the period upon receding from the boundary. For the model
without melting a sequence of additional period doubling occurs, after which chaotic
solutions are found, while the model with melting exhibits a route to chaos through
intermittency [Bay 4].

In [Boo 3] a study was made of a stationary wave of combustion and its stability
in the course of sequential reactions in the coalescence regime with reactant melting
taken into account.

§6. Application of the methods of bifurcation theory to the study of
nonstationary modes of propagation of combustion waves

In 1973 Merzhanov, Filonenko, and Borovinskaya [Mer 7] observed spinning
modes of propagation of combustion waves in a condensed medium. This paper,
although with great delay, attracted the attention of theoreticians and led to the
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appearance of an increasing number of papers in which nonstationary combustion
modes were investigated by the methods of bifurcation theory. Yet another starting
point was furnished by the numerical results of Ivleva, Merzhanov, and Shkadin-
skĭı [Ivl 2], which demonstrated the possibility of describing these modes using the
simplest model of gasless combustion.

Before giving an account of papers dealing with the application of bifur-
cation theory, we point out experimental and numerical studies that appeared
after [Mer 7] and [Ivl 2].

In [Fil 1–3] Filonenko and Vershinnikov studied regularities in spin combustion
on hybrid systems (combustion of metal powders in nitrogen and in a mixture of
nitrogen with an inert gas).

In [Mak 3, 4] Maksimov and co-authors investigated gasless systems of the
type Ti–B, Ti–C, and others, with easily melted additions, and, depending on the
dilution by the easily melted addition, succeeded in obtaining various nonstationary
combustion modes in the same system.

In [Str 2, Dvo 2, Mer 5, Str 3, Vol 32, Dvo 3] Strunina, Dvoryankin, and
Merzhanov investigated nonstationary combustion of thermite compounds. Close
attention in these papers was given to the influence of the geometry of the specimen
on non-one-dimensional modes of combustion.

Numerical studies of Ivleva, Merzhanov, and Shkadinskĭı [Ivl 1, 3] are con-
cerned with a two-dimensional formulation modeling the combustion of a cylindri-
cal shell and a thin plate of a gasless composition. Three-dimensional problems
were considered in subsequent papers by Scherbak and Radev [Rad 1, Sch 1, 2]:
combustion of a specimen of a gasless compound in the shape of a circular cylinder
and a long rod of square cross-section.

We mention also the papers of Aldushin, Zel′dovich, and Malomed [Ald 14,
16, 19, 20, Mal 1], carried out in the framework of a phenomenological approach,
wherein the combustion front is interpreted as a system of thermally coupled
oscillators.

The methods of bifurcation theory were first employed for the study of non-
stationary non-one-dimensional modes of combustion to a problem in a general
mathematical setting in [Vol 4, 13, 21, 29–31] (see Part II). Investigations were
conducted of various nonstationary modes appearing at the loss of stability of a
planar front.

Papers on application of the methods of bifurcation theory can be divided
into three groups: papers concerned with models of gasless combustion; papers on
gaseous combustion (our concern is with thermal diffusion models only); papers of
a mathematical nature in which a problem is considered in a general mathematical
setting.

We begin with the group of papers on gasless combustion and pause to consider
in detail only one of them, the paper of Matkowskĭı and Sivashinskĭı [Mat 1], in
which bifurcations of one-dimensional self-oscillational modes are studied.

The passage from a model of combustion with a distributed Arrhenius source
to a model with a combustion surface (source in the form of a δ-function) brings
us in [Mat 1] to a problem which, in dimensionless form in coordinates connected
with the front of a nonstationary wave, may be written as

(S.31)
∂θ

∂τ
+ eZθ(τ,0)

∂θ

∂ξ
=
∂2θ

∂ξ2
.
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This equation must be solved for ξ < 0 (heating zone) and for ξ > 0 (combustion
products) with the boundary conditions

(S.32) ξ = −∞ : θ = −1; σ = +∞ :
∂θ

∂ξ
= 0,

and the solutions in the product and heating regions are to be matched in the
reaction zone (ξ = 0) in accordance with the formula

(S.33) [θ] = 0,
[
∂θ

∂ξ

]
+ eZθ(τ,0) = 0,

where the square brackets denote a jump of the function across the reaction zone:

[f ] ≡ f(ξ + 0)− f(ξ − 0).

The stationary solution has the form

θst(ξ) =
{ −1 + eξ (ξ < 0),

0 (ξ > 0).

Problems of stability were discussed above: the stability boundary has the form
Z0 = 2 +

√
5; the frequency ψ0 on the stability boundary is ψ0 =

√
Z0/2.

In obtaining periodic solutions of problem (S.31)–(S.33) (with period 2π/ψ; the
quantity ψ must be determined in solving the problem), which appear with the loss
of stability of the stationary wave, we change over to a new time scale τ1 = ψτ , so
that the unknown solutions will be 2π-periodic. Solutions are sought in the form
of series in powers of a small parameter ε (ε is proportional to the amplitude of the
self-oscillations that appear):

θ(τ1, ξ) = θst(ξ) + εθ1(τ1, ξ) + ε2θ2(τ1, ξ) + · · · ,(S.34)

Z = Z0 + εZ1 + ε2Z2 + · · · ,(S.35)

ψ = ψ0 + εψ1 + ε2ψ2 + · · · .(S.36)

The substitution of (S.34)–(S.36) into equation (S.31), along with the conditions
(S.32)–(S.33) and the separation of terms with identical powers of ε, leads to a chain
of linear differential equations from which the coefficients in expansions (S.34)–
(S.36) can be obtained. As a result, we find that Z1 = ψ1 = 0; Z2 > 0, which means
that the bifurcation is supercritical, the self-oscillating modes are stable and exist
for Z > Z0; ψ2 < 0, which means that the dimensionless frequency decreases with
the distance from the stability boundary. Moreover, the presented analysis shows
that the average speed of propagation of a self-oscillational mode is less than the
speed of a stationary wave (unstable for these values of the parameters); this result
is in agreement with numerical simulations [Shk 3].

The leading term θ1 of the expansion (S.34), giving the form of the self-oscilla-
ting mode close to the stability boundary, can be written as

θ1(τ1, ξ) =
{
eµξ[cos(τ1 + νξ) + 4ψ0 sin(τ1 + νξ)− 4ψ0eξ sin τ1] (ξ < 0),

e(1−µ)ξ cos(τ1 − νξ) (ξ > 0),

where
µ =

1 + ρ
2
, ν =

2ψ0
ρ
, ρ2 =

1
2

[
1 +
√
1 + 16ψ20

]
.

We do not present the following term θ2 of the expansion because of its complexity.
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It should be noted that even in the simplest problems in the series of bi-
furcational problems the calculations turn out to be very involved; the study
of bifurcations of non-one-dimensional nonstationary modes of wave propagation
strongly requires the use of computers with programs of analytical operations (see,
e.g., [Garb 3]).

In a paper by Sivashinskĭı [Siv 2] spinning modes are described based on a
linear analysis of the stability of a gasless combustion model with a source in the
form of a δ-function. As the author remarks, a similar analysis does not answer
a question concerning stability of appearing spinning modes and also the question
as to whether bifurcations are supercritical or subcritical; these questions are not
equivalent since the discussion here concerns bifurcations with multiple eigenvalues.
In fact, the spinning modes obtained in the study of this model are unstable. In
the papers of Matkowskĭı and co-authors [Mar 4, Garb 1, 2] nonlinear stability
analysis was carried out on a model due to Margolis [Mar 1], a model which was
described above and takes into account reactant melting in the reaction zone.

Before proceeding to a description of paper [Mar 4], we remark that although
melting definitely plays a great role in gasless combustion systems, in the numerical
studies [Rad 1, Sch 1, 2] stable spinning modes were observed close to the stability
boundary in a model of gasless combustion without melting.

In [Mar 4] use was made of the model of [Mar 1] in which the combustion
of a circular cylinder of a gasless compound with melting in the reaction zone
was discussed. The stability boundary of a stationary wave, as noted above, is
determined by a single parameter, the temperature coefficient Zm of the wave
speed, represented in the form of a combination of γ and M . Nonstationary modes
present can, generally speaking, depend not on Zm, but on the individuality of γ
and M separately. Therefore, in [Mar 4], in an expansion in series in powers of a
small parameter analogous to (S.34)–(S.36), instead of (S.35) we have

γ = γ0(1 + γ2ε2 + · · · ),

M =M0(1 +M2ε
2 + · · · ),

where γ0 and M0 are connected by relation (S.29) with Zm = 4 (the authors
consider the case in which loss of stability takes place across the minimum point of
the function Z(s2)). In this paper use is made of an approach connected with the
introduction of various time scales. Without going into the details of the study, we
present the results. The existence of spinning modes of combustion are shown for
which the leading term θ1 of an addition to the stationary solution in an expansion
analogous to (S.34) has the form

(S.37)
θ1 ∼Re

{
θ̃(ξ)eiekϕ+iτ1

}
J
ek

(
rσ

eken

R

)
,

θ1 ∼Re
{
θ̃(ξ)e−iekϕ+iτ1

}
J
ek

(
rσ

eken

R

)
,

which corresponds to left-turning and right-turning spinning modes. Here σ
eken is the

ñth zero of the Bessel function of order k̃; r, ϕ are polar coordinates in a cylinder
cross-section; R is the cylinder radius. A proof was given for the existence of modes
referred to as radial modes (limiting modes, in the terminology of [Mak 3, 4]),
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which correspond to k̃ = 0 in (S.37), and modes, referred to as standing modes
(symmetric, in the terminology of [Vol 13, 21, 29–31]), with

θ1 ∼ Re
{
θ̃(ξ)eiτ1

}
cos k̃ϕJ

ek

(
rσ

eken

R

)
.

A study of the stability shows that forM =0 (case without melting) spinning modes
are subcritical (and, consequently, unstable), symmetric modes are supercritical,
but also unstable. When M increases, a change in the stability of the modes
can take place, for example, in the following sequence (the case k̃ = ñ = 2 was
considered): first, spinning modes become supercritical and stable while symmetric
modes become supercritical and unstable; next, spinning modes are supercritical
unstable, the symmetric modes supercritical and stable; then the spinning modes
become supercritical unstable, the symmetric subcritical; after this, all modes are
subcritical. In the case of one-spot spinning modes (k̃ = 1) stable symmetric modes
are not observed. Also described is the change of stability of the radial modes (for
k̃ = 0, ñ = 2): they are stable for M = 0 and lose stability as M increases.

These nonstationary combustion modes for a specimen in the shape of a circular
cylinder are described in the Introduction and Chapters 6 and 7 to express where
mathematical proofs are presented of the possibility, solutions in the form of
a series in powers of a small parameter for distributed kinetics (for the model
in [Mat 1] with a δ-function the mathematical proofs are contained in a paper
by Roytburg [Roy 1]). A general mathematical formulation of the problem was
also considered in the paper by Erneux and Matkowskĭı [Ern 3]. The use of many
time scales in a two-parameter problem enabled the authors to study secondary
bifurcations, leading to the appearance of quasiperiodic solutions.

In the paper by Booty and co-authors [Boo 1] a study was also made of the
model in [Mar 1], with melting in the reaction zone taken into account. The
situation considered was that in which the cylinder radius R is such that two wave
numbers, s1 = σk1n1/R and s2 = σk2n2/R, correspond to the same value of the
temperature coefficient Zm at the stability boundary: Zm(s21) = Zm(s22). As a
result, the authors arrive at a bifurcation with multiple eigenvalues, and they use
the approach of [Reiss 1] connected with the splitting of the eigenvalues by means of
a variation of the additional parameter (in the given case, the cylinder radius). Sec-
ondary and sequential bifurcations were obtained, leading to quasiperiodic modes.

Several papers are connected with the study of nonstationary modes of com-
bustion of gases that are described by thermal diffusion models. Matkowskĭı and
Olagunju [Mat 3] investigate the one-dimensional model of [Mat 2] and establish
the existence in it of self-oscillational modes. Self-oscillational modes for sequential
reactions occurring in a coalescence regime are described in the already-mentioned
paper [Mar 6]. Supercriticality of the bifurcations and a decrease in the aver-
age speed of propagation in comparison with the uniformly propagating wave is
shown. In later papers [Mat 5, 6] Matkowskĭı and Olagunju investigate non-one-
dimensional nonstationary modes of gas combustion. Bifurcations connected with
the loss of stability of a planar wave were also considered in [Ter 5] in which
a study was made of the birth of periodic and stationary modes. In [Mar 8],
similarly [Boo 1], Margolis and Matkowskĭı investigate degenerate bifurcations,
the appearance of which is connected with a special selection of dimensions of
the rectangular channel considered, in which a nonstationary gas combustion front
is propagating. The appearance of secondary bifurcations of quasiperiodic modes
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with the splitting of a multiple eigenvalue was investigated. (In connection with this
approach, see also [Mar 10].) Nonstationary modes of nonadiabatic combustion
were investigated in [Boo 2].

Interesting results were obtained by Matkowskĭı and co-authors in [Mat 4] and
[Bay 5], and also by Buckmaster in [Buc 2, 3], in connection with gas combustion
in a flow. In particular, in [Buc 3] a description are given of bifurcations of
polyhedral flames, among them, flames rotating about an axis. A large number
of papers are connected with cellular flames (see, for example, [Bay 3] and [Siv 5],
and references therein).

§7. Surveys and monographs

Problems of the theory of combustion of condensed systems are discussed in the
surveys of Merzhanov, Khaikin, and Aldushin [Ald 3, Mer 1, 2, Kha 1, Mer 8].
In some surveys problems of the theory of gasless combustion are touched upon
partly. Such is the survey of Sivashinskĭı [Siv 3], where the presentation is mainly
carried out in terms of the Kuramoto-Sivashinskĭı equation, now receiving world-
wide dissemination, and the survey of Margolis and Matkowskĭı [Mar 7] mainly
devoted to non-one-dimensional and nonstationary modes of combustion. The
survey of Clavin [Cla 2] is concerned for the most part with the gasdynamics
of combustion, but also contains sections which concern our present discussions.
We mention also the monographs of Buckmaster and Ludford [Buc 5, 6] and the
collections [Buc 4] and [Dyn 1].
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Math. 38 (1980), 422–444.

[Gig1] Y. Giga and R. V. Kohn, Nondegeneracy of blowup for semilinear heat equations,
Comm. Pure Appl. Math. 42 (1989), 845–884.

[Gild1] B. H. Gilding and R. Kersner, Diffusion-convection-réaction, frontières libres et une
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biologique, Bull. Moskov. Gos. Univ. Mat. Mekh. 1 (1937), no. 6, 1–25. (Russian)

[Kon1] V. N. Kondrat′ev, The mechanism of carbon disulfide oxidation, Kinetics and
Catalysis 13 (1972), 1223–1235.

[Kop1] N. J. Kopell, Waves, shocks and target patterns in an oscillating chemical reagent,
Nonlinear Diffussion, Res. Notes Math., No. 14, Pitman, London, 1977, pp. 129–154.

[Kop2] , Target pattern solutions to reaction-diffusion equations in the presence of
impurities, Adv. in Appl. Math. 2 (1981), 389–399.

[Kop3] N. Kopell and L. N. Howard, Plane wave solutions to reaction-diffusion equations,
Stud. Appl. Math. 52 (1973), 291–328.

[Kop4] , Bifurcations and trajectories joining critical points, Adv. Math. 18 (1975),
306–358.

[Kop5] , Target patterns and horseshoes from perturbed central-force problems : some
temporally periodic solutions to reaction-diffusion equations, Stud. Appl. Math. 64
(1981), 1–56.

[Kop6] , Target patterns and spiral solutions to reaction-diffusion equations with more
than one space dimension, Adv. Appl. Math. 2 (1989), 417–449.

[Kor1] H. F. Korman, Theoretical modeling of cold flames, Combust. Sci. and Technol. 2
(1970), 149–159.

[Koro1] A. P. Korostelev and M. I. Freidlin, On propagation of concentrational waves due
to nonlinear boundary effects, Factors of Variety in Mathematical Ecology and
Populational Genetics, Pushchino, 1980. (Russian)

[Korob1] O. P. Korobeinichev (ed.), Flame structure, vol. 1–2, “Nauka”, Novosibirsk, 1991.
(Russian)
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[Kra3] M. A. Krasnoselskĭı, P. P. Zabreiko, E. I. Pustyl′nik, and P. E. Sobolevskĭı, Integral
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[Rom1] Yu. M. Romanovskĭı, N. V. Stepanova, and D. S. Chernavskĭı, Mathematical
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Belousov-Zhabotinskĭı reaction, Nonlinear Anal. 11 (1987), 1289–1302.

[Zai1] P. M. Zaidel′ and Ya. B. Zel′dovich, Possible regimes of stationary combustion, Zh.
Prikl. Mekh. i Tekhn. Fiz. (1962), no. 4, 27–32. (Russian)

[Zel1] Ya. B. Zel′dovich, A theory of the limit of slow flame propagation, Zh. Prikl. Mekh.
i Tekhn. Fiz. 11 (1941), no. 1, 159–169. (Russian)

[Zel2] Ya. B. Zel′dovich and D. A. Frank-Kamenetskĭı, A theory of thermal propagation of
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